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I. Introduction
I. IZC®IC

The General Data Protection Regulation (the GDPR), specifically addresses profiling and automated
individual decision-making, including profiling.
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Profiling and automated decision-making are used in an increasing number of sectors, both private
and public. Banking and finance, healthcare, taxation, insurance, marketing and advertising are just a
few examples of the fields where profiling is being carried out more regularly to aid decision-making.
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Advances in technology and the capabilities of big data analytics, artificial intelligence and machine
learning have made it easier to create profiles and make automated decisions with the potential to
significantly impact individuals’ rights and freedoms.

! Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of
natural persons with regard to the processing of personal data and on the free movement of such data, and repealing
Directive 95/46/EC. Profiling and automated individual decision-making are also covered by Directive (EU) 2016/680
of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the
processing of personal data by competent authorities for the purposes of the prevention, investigation, detection or
prosecution of criminal offences or the execution of criminal penalties, and on the free movement of such data. While
these guidelines focus on profiling and automated individual decision-making under the GDPR, the guidance is also
relevant regarding the two topics under Directive 2016/680, with respect to their similar provisions. The analysis of
specific features of profiling and automated individual decision-making under Directive 2016/680 is not included in
these guidelines, since guidance in this respect is provided by the Opinion WP258 “Opinion on some key issues of the
Law Enforcement Directive (EU 2016/680)”, adopted by WP29 on 29 November 2017 This Opinion covers automated
individual decision-making and profiling in the context of law enforcement data processing at pages 11-14 and is
available at: http://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=610178
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The widespread availability of personal data on the internet and from Internet of Things (10T) devices,
and the ability to find correlations and create links, can allow aspects of an individual’s personality or
behaviour, interests and habits to be determined, analysed and predicted.
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Profiling and automated decision-making can be useful for individuals and organisations, delivering
benefits such as:

e increased efficiencies; and

*  resource savings.
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They have many commercial applications, for example, they can be used to better segment markets
and tailor services and products to align with individual needs. Medicine, education, healthcare and
transportation can also all benefit from these processes.
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However, profiling and automated decision-making can pose significant risks for individuals’ rights
and freedoms which require appropriate safeguards.
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These processes can be opaque. Individuals might not know that they are being profiled or understand
what is involved.
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Profiling can perpetuate existing stereotypes and social segregation. It can also lock a person into a
specific category and restrict them to their suggested preferences. This can undermine their freedom



to choose, for example, certain products or services such as books, music or newsfeeds. In some cases,
profiling can lead to inaccurate predictions. In other cases it can lead to denial of services and goods
and unjustified discrimination.
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The GDPR introduces new provisions to address the risks arising from profiling and automated
decision-making, notably, but not limited to, privacy. The purpose of these guidelines is to clarify
those provisions.
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This document covers:
*  Definitions of profiling and automated decision-making and the GDPR approach to these

in general — Chapter 11

*  General provisions on profiling and automated decision-making — Chapter 11l

»  Specific provisions on solely automated decision-making defined in Article 22 - Chapter
v

e Children and profiling — Chapter V

»  Data protection impact assessments and data protection officers— Chapter VI
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The Annexes provide best practice recommendations, building on the experience gained in EU
Member States.
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The Article 29 Data Protection Working Party (WP29) will monitor the implementation of these
guidelines and may complement them with further details as appropriate.
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I1. Definitions

TE &

The GDPR introduces provisions to ensure that profiling and automated individual decision-making
(whether or not this includes profiling) are not used in ways that have an unjustified impact on
individuals’ rights; for example:

*  specific transparency and fairness requirements;

*  greater accountability obligations;

» specified legal bases for the processing;

*  rights for individuals to oppose profiling and specifically profiling for marketing; and

* if certain conditions are met, the need to carry out a data protection impact assessment.
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The GDPR does not just focus on the decisions made as a result of automated processing or profiling.
It applies to the collection of data for the creation of profiles, as well as the application of those profiles
to individuals.
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A. Profiling
AN = & IVe74

The GDPR defines profiling in Article 4(4) as:
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any form of automated processing of personal data consisting of the use of personal data to evaluate
certain personal aspects relating to a natural person, in particular to analyse or predict aspects
concerning that natural person’s performance at work, economic situation, health, personal
preferences, interests, reliability, behaviour, location or movements;
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Profiling is composed of three elements:
* it hasto be an automated form of processing;

* it has to be carried out on personal data; and
* the objective of the profiling must be to evaluate personal aspects about a natural person.
TuTrA VT, ZODEBTHRSIN TV D,
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Acrticle 4(4) refers to ‘any form of automated processing’ rather than ‘solely’ automated processing
(referred to in Article 22). Profiling has to involve some form of automated processing — although
human involvement does not necessarily take the activity out of the definition.
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Profiling is a procedure which may involve a series of statistical deductions. It is often used to make
predictions about people, using data from various sources to infer something about an individual,
based on the qualities of others who appear statistically similar.
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The GDPR says that profiling is automated processing of personal data for evaluating personal aspects,
in particular to analyse or make predictions about individuals. The use of the word ‘evaluating’
suggests that profiling involves some form of assessment or judgement about a person.
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Asimple classification of individuals based on known characteristics such as their age, sex, and height
does not necessarily lead to profiling. This will depend on the purpose of the classification. For
instance, a business may wish to classify its customers according to their age or gender for statistical
purposes and to acquire an aggregated overview of its clients without making any predictions or
drawing any conclusion about an individual. In this case, the purpose is not assessing individual
characteristics and is therefore not profiling.
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The GDPR s inspired by but is not identical to the definition of profiling in the Council of Europe
Recommendation CM/Rec (2010)132 (the Recommendation), as the Recommendation excludes
processing that does not include inference. Nevertheless the Recommendation usefully explains that
profiling may involve three distinct stages:

e  data collection;

* automated analysis to identify correlations;

e applying the correlation to an individual to identify characteristics of present or future

behaviour.

GDPR %, FRMFE#SES CM/Rec(2010)132 128175707 7 A4 Vo VT DEFEESEIT L
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2 Council of Europe. The protection of individuals with regard to automatic processing of personal data in the  context
of profiling. Recommendation CM/Rec (2010)13 and explanatory memorandum. Council of Europe 23 November
2010.

https://www.coe.int/t/dghl/standardsetting/cdcj/CDCJ%20Recommendations/CMRec(2010)13E Profiling.pdf .
Accessed 24 April 2017
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Controllers carrying out profiling will need to ensure they meet the GDPR requirements in respect of
all of the above stages.

T T AN T ETOEBEIL, EREOBEO A TIZIHBW T GDPR OB A2 &
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Broadly speaking, profiling means gathering information about an individual (or group of individuals)
and evaluating their characteristics or behaviour patterns in order to place them into a certain category
or group, in particular to analyse and/or make predictions about, for example, their:

e ability to perform a task;

*  interests; or

* likely behaviour.
JRFIZE AT, 7m 7740 o 70F, FrC, BIZIEUL T O L S Rt KO/ SUT TR AT
IO, HEHT IV —NF T A= T HZ EEHME LTEA CUIEAD T L
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Example

=4

A data broker collects data from different public and private sources, either on behalf of its clients
or for its own purposes. The data broker compiles the data to develop profiles on the individuals
and places them into segments. It sells this information to companies who wish to improve the
targeting of their goods and services. The data broker carries out profiling by placing a person into
a certain category according to their interests.

bHHrTF—4 « Tu——%, BEORILE L TUIELDOHND-DIC, BEROELRS
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Whether or not there is automated decision-making as defined in Article 22(1) will depend upon the
circumstances.

F225 (1) IZEDD X IICHIMEESNTERREDFET D20 E 9 2%, REIZE D,

B. Automated decision-making

B. BEMbIN-ERBRE
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Automated decision-making has a different scope and may partially overlap with or result from
profiling. Solely automated decision-making is the ability to make decisions by technological means
without human involvement. Automated decisions can be based on any type of data, for example:

» data provided directly by the individuals concerned (such as responses to a questionnaire);
*  data observed about the individuals (such as location data collected via an application);
* derived or inferred data such as a profile of the individual that has already been created

(e.g. a credit score).
HEb SN BEREIL, T a7y A V7 e Bz ieh, £z, oz
BT 7A YT EEROTNDD, XFTuT7 74U 72X oTEL TS LV
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Automated decisions can be made with or without profiling; profiling can take place without making
automated decisions. However, profiling and automated decision-making are not necessarily separate
activities. Something that starts off as a simple automated decision-making process could become one
based on profiling, depending upon how the data is used.

HELSNZBEREL, 7774 ) 0 IR H-oTH R THITHI ZENTE, 7>
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Example

=41

Imposing speeding fines purely on the basis of evidence from speed cameras is an automated
decision- making process that does not necessarily involve profiling
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It would, however, become a decision based on profiling if the driving habits of the individual were
monitored over time, and, for example, the amount of fine imposed is the outcome of an assessment
involving other factors, such as whether the speeding is a repeat offence or whether the driver has
had other recent traffic violations.

12
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Decisions that are not solely automated might also include profiling. For example, before granting a
mortgage, a bank may consider the credit score of the borrower, with additional meaningful
intervention carried out by humans before any decision is applied to an individual.

HolXLHEEIN TV D DT TIERWERREIZL, 7r 774V U IREEND D,
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BV FOr7 LYy b s RaT7 %, NZEVIThNDBINNRERO S H01E & HI1C, BE
T 500 L,

C. How the GDPR addresses the concepts
C. GDPRIZED X IZZDOBEEZERY LiF T35

There are potentially three ways in which profiling may be used:

(i)  general profiling;

(ii)  decision-making based on profiling; and

(iii)  solely automated decision-making, including profiling, which produces legal effects or
similarly significantly affects the data subject (Article 22[1]).

Tu7y AV T OMMICIE, BIEMIZ =2 DHERD D,

(i) *ﬁ%&7m774)y7

(i) 77740 7ICESSERRE, KO

(i) 7 =2 EERIZH LU THEIRIFEBORE REELE2 D, 774 ) 0%
Gte, posEBLENEERRE (B 225 (1)

The difference between (ii) and (iii) is best demonstrated by the following two examples where an
individual applies for a loan online:

* ahuman decides whether to agree the loan based on a profile produced by purely
automated means(ii);
* analgorithm decides whether the loan is agreed and the decision is automatically delivered

to the individual, without any prior and meaningful assessment by a human (iii).
(i) & (i) ofFEX, @AARA T A U TEAHIALZITORD ZDDFEFIZEL->TH
F<IHATE %,
o MIFMIHEMLINLFERIZE s TER SN T v 7 7 A MZESWTE LAHTIZ
FET 20089 & NFHPRET 256 130)I%4E T 5,
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o HEIOAMIZEAEWOH D3 M2 LIC, 73 ZLANRFFICFEETLNE
IMEDPIE L, T OWENMENITK L THBIZEM SN DA 30)ICRE YT
%)O

Controllers can carry out profiling and automated decision-making as long as they can meet all the
principles and have a lawful basis for the processing. Additional safeguards and restrictions apply in
the case of solely automated decision-making, including profiling, defined in Article 22(1).

BEHEIL, TR ETORMATHIZT Z N TE, OBV OW T O ERRILZ
FORY ., 7m 77 A4V o ROABL SN BERREZ RS 5 LN TE D, %22
& V) ITHET LT u 774 ) 7 e2adbbo b AL S NIZERRED 7 — AT
(T, BINOLREERNE & IR EH S D,

Chapter Il of these guidelines explains the GDPR provisions for all profiling and automated
individual decision-making. This includes decision-making processes that are not solely automated.

ZOHARITALOFEINFEL, 2Co7u7r7A4 07 kOHIMELEINT-EANIHT S
BEREREIZET % GDPR OHEZFHHAT 5, ZHiCid, boiEb BEKIZ SN TR DE
BREO o AL EEND,

Chapter IV of these guidelines explains the specific provisions that only apply to solely automated
individual decision-making, including profiling.> A general prohibition on this type of processing
exists to reflect the potential risks to individuals’ rights and freedoms.

ZDOHA RTALVDEIVEIL TurdrA ) Tagirh o6 BElb S 7= Aot
THREBIREICR > THEA SN EOHREEZHITTH S, 00X A 7TOERFWICET S
— XA 7R IR LT E A ORER] & H RIS T AEERR Y A B RS 57 OICFEEL T
W5,

I11. General provisions on profiling and automated decision-making
. 7v774Y 0 7ROBELENZERREICONTO—REE

This overview of the provisions applies to all profiling and automated decision-making. Additional
specific provisions set out in Chapter IV apply if the processing meets the definition in Article 22(1).

ZOBEOHEILX. 2ToOTFue T A4 ) RO HB L SN ERREICY TS, B
IV ZEIZE O DBMI72 R EOBREIL, BV E 225 (1) OEHREmMT-THE I S
b,

3 As defined in Article 22(1) of the GDPR.
GDPR #5225 (1) TEZEIND,
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A. Data protection principles

7 — 2 REDJRA

The principles are relevant for all profiling and automated decision-making involving personal data®.
To aid compliance, controllers should consider the following key areas:

FRIZ, AT —XIZEbIETOTa 774 ) 7 KOHBNME S - B R E I B3
LA ZFDOESTERZ D0, FHEIL. LFOFERSEZEZETRETH D,

1. Article 5(1) (a) - Lawful, fair and transparent
1. 5% (1) (a) : BWEME. AEME, BRM%

Transparency of processing® is a fundamental requirement of the GDPR.
BB\ DB 513, GDPR OIRAMEETH 5,

The process of profiling is often invisible to the data subject. It works by creating derived or inferred
data about individuals — ‘new’ personal data that has not been provided directly by the data subjects
themselves. Individuals have differing levels of comprehension and may find it challenging to
understand the complex techniques involved in profiling and automated decision-making processes.

TurZrA ) roTakAE, T—4 EKIC kofbibiﬁiﬁ%%@k@ofw

%, %ﬂi@A;OwT@WET Y XIMET — 2 ET D5 L =T — X EERED
BRI LD Tidawy TH LW AT —4% =12k > THEEET 5, @A@%&ﬁﬁ
L~V EFRL, 20T e 7y A4 ) 7 ROHEBHL SN ZBEREDO 7 vt R (ZBb
DB B OB A INEE L S b LivZguy,

Under Article 12.1 the controller must provide data subjects with concise, transparent, intelligible and
easily accessible information about the processing of their personal data®.

4 GDPR - Recital 72 “Profiling is subject to the rules of this Regulation governing the processing of personal data,
such as the legal grounds for processing or data protection principles.”
GDPR HISCEE 72 [ 77 7 A U 7%, B WO OERRILLT — Z (i O AR O X5 720 AT
— & DRV E R 2 AR OREICART 2,
> Guidelines on transparency  under  Regulation  2016/679 WP260, 28 November 2017
http://ec.europa. eu/newsroom/just/document.cfm?doc_id:48850, Accessed 18 December 2017.

8] 2016/679 (2 351F 2FMAMEICBI T2 41 K 1 2] WP260, 2017 4F 11 A 28 H
6 Office of the Australian Information Commissioner. Consultation draft: Guide to big data and the Australian Privacy
Principles, 05/2016 says: “Privacy notices have to communicate information handling practices clearly and simply, but
also comprehensively and with enough specificity to be meaningful. The very technology that leads to greater collection
of personal information also presents the opportunity for more dynamic, multi-layered and user centric privacy notices.”
https://www.oaic.gov.au/engage-with-us/consultations/quide-to-big-data-and-the-australian-privacy-
principles/consultation-draft-guide-to-big-data-and-the-australian-privacy-principles. Accessed 24 April 2017
A=A NZVTHERAI v v aF—F T4 A, (B I T =R A=A R T YT DT T A R —FHNZEET
HHA RTA 2 052016 O KT 7 ML, (7T A3 —ilaid, HHROBERIEITE, FIC L 7L
2, FREHEFLLT K ELICEROD L HafFEic LV EA TR sy, MAGREZ S 6ICK
EMET HEIMT. TV XA F Iy 7T ZENT, hoa—F—ERNRT T A v —l@M~T 7 &
2T o R 5] Lk ~Tn 5,
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H125% (1) obEic, FEEZ, EAT —F DHINZHOWTHIER T, &IT, B
LT AEGBIET 7B ATE SFRET — 2 ERICRMI LR 57220 S,

For data collected directly from the data subject this should be provided at the time of collection
(Article 13); for indirectly obtained data the information should be provided within the timescales set
out in Article 14(3).

T=H ERNSEBENET 57 —F O%6, THIRIERICRIES 2T TR b0
(F135%), MHEMICHRF SN T —Z D06, TOHEHRITE 145 3) IZED L HIHA
WL SR T 6720,

Example

=41

Some insurers offer insurance rates and services based on an individual’s driving behaviour.
Elements taken into account in these cases could include the distance travelled, the time spent
driving and the journey undertaken as well as predictions based on other data collected by the sensors
in a (smart) car. The data collected is used for profiling to identify bad driving behaviour (such as
fast acceleration, sudden braking, and speeding). This information can be cross-referenced with
other sources (for example the weather, traffic, type of road) to better understand the driver’s
behaviour.

W OO FEAME N OIEEATEN SV TIRBEIR & b — e 2 22 t4 %, ZoD
BEICEBE SN HERICIL, THECTOEITIERE, EfTRM, RKOWRRER, =20l
(A~v—1) I— oY —TIEINTET —ZIZESWIZTRINE END 5, IES
Nle7 =213 (BINE, 27 b—F, BElEERE) LFE L RWIEEITEI 23554 2
Ta7 AV TOEDICRIHEND, ZOERIT, RTA3—0FfT78 % L BEfiET %
7oz, OEEIR (B2 X, KiE, 23@s, EREN) L bHAESRINI 5,

The controller must ensure that they have a lawful basis for this type of processing. The controller
must also provide the data subject with information about the collected data, and, if appropriate, the
existence of automated decision-making referred to in Article 22(1) and (4), the logic involved, and
the significance and envisaged consequences of such processing.

EHEIL., ZOEOIHB O DNERRIUKIL L TV D 2 & 2Rk L2R2ITIER 672

W, o, FHEHEE, ET -4 SDICHEYREA. B2 50K V@)ICHESRT
Wb EEML SN BEEREDOHIE, BRTorY vy s ZORMOOEENELEE S
HIFREIZONWTOER S T — & ERICERAL L2 L7 6780,

The specific requirements surrounding information and access to personal data are discussed in
Chapters 111 (section D) and IV (section E).

I T AR B R OMANT —Z ~DOT 78 213, &= FEDE) KO IV E
((EEMI) CT#Emanhd,

Processing also has to be fair, as well as transparent.
FBHNE, AETH OB T TR B0,
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Profiling may be unfair and create discrimination, for example by denying people access to
employment opportunities, credit or insurance, or targeting them with excessively risky or costly
financial products. The following example, which would not meet the requirements of Article 5(1)(a),
illustrates how unfair profiling can lead to some consumers being offered less attractive deals than
others.

TuT AV 7R FlE EES. 7 LYy FELUIMRBRA~OT 7 A 4G
HTEICEY, I A ELZ =7y MTULRBREIZY 27 0o 548 L AZEH D)
LampEma it T2 2 LIck ., RAETHL S LV, EEEELNTE L
72w, IROH 5 /(D@ DEM i 7o S7RWERIL, AESZR T a7 74 U2 70
NS EBOTHE AT L THLOTEEE L0 b DR WG| DOt 22T 5 Z LIZEE 5
L LTS,

Example

=41

A data broker sells consumer profiles to financial companies without consumer permission or
knowledge of the underlying data. The profiles define consumers into categories (carrying titles
such as “Rural and Barely Making It,” “Ethnic Second-City Strugglers,” “Tough Start: Young
Single Parents,”) or “score” them, focusing on consumers’ financial vulnerability. The financial
companies offer these consumers payday loans and other “non-traditional” financial services (high-
cost loans and other financially risky products).’

SHT—HOTa——%, HEEOFTA 72 LICXUIEMEE T2 7 —F O LIZ,
GRSILICHBFEO T 7 7 A NVERTET D, TOT 07 7 A VL, HEE OSSN
PPEICERE Y TT, HWREEZWL 200 h 73— (TGRS, TRIEN®E D
Ry T o WEEH ), THELWAZ — |k, BT« X7 Ly b OXH 7R LA
JO) WEL, X TRa7fk) LTWa, etz o LiciHEE IR L Tg
TAR—URMO EE L Rio7) Sfth—E 2 (B2 X hor—R0ftloeR ) 2
7 DI L) BT D,

2. Article 5(1) (b) Further processing and purpose limitation
2. 55 (1) (b) : BINMEHRWKRCE B OHIR

Profiling can involve the use of personal data that was originally collected for something else.
TuaT7rA ) 7E, bEDL EMOMMDTZDITWE S NTZEANT —Z DRI EER D 5,

7 This example is taken from: United States Senate, Committee on Commerce, Science, and Transportation. A Review
of the Data Broker Industry: Collection, Use, and Sale of Consumer Data for Marketing Purposes, Staff Report for
Chairman Rockefeller, December 18, 2013. https://www.commerce.senate.gov/public/_cache/files/0d2b3642-6221-
4888-a631-08f2f255h577/AESD72CBE7F44F5BFC846BECE22C875B.12.18.13-senate-commerce-committee-
report-ondata-broker-industry.pdf.  See page ii of the Executive Summary and 12 of the main body of the document
in particular. Accessed 21 July 2017

ZOHEHI, LTFRDLE N bDTH D, KELREEBE/FAERERS 17— 2P EICBET 2 WS
=TT 4 T HNDIZO DT = 2T HEE, MM, W), vy 2 7 =7 —RBROIEODAL v T
LAR— R, 20134212 A 18 H,
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Example

=4

Some mobile applications provide location services allowing the user to find nearby restaurants
offering discounts. However, the data collected is also used to build a profile on the data subject for
marketing purposes - to identify their food preferences, or lifestyle in general. The data subject
expects their data will be used to find restaurants, but not to receive adverts for pizza delivery just
because the app has identified that they arrive home late. This further use of the location data may
not be compatible with the purposes for which it was collected in the first place, and may thus
require the consent of the individual concerned.®

WS DMMDENRA )L« T F Y r—ra E, 2= =i IZhHDHFIBIIRED LV A FF
YEROFLENA LI Lur—vay s =B REZEHELTND, LLEORR
TIEENTFREOT —21%, —a2—F—DE YDA UT—KAIIRT A T AL A
NERFET DT D—~—rT 4 VT BN E b leT — X EEROT v 7 7 A4 MERIZ
FHEND, T—%FKIZ, BEOT—FNB LA NI U EROTDHT-OIEHENS Z
EETHRLTHWDN, 77T IUREIRET DOERE LT CEFREDIAE 2%
HECTHDIHEHEIND LD TIZZ2WE TFREL TS, 29 LIEfET — X DB
PRI E, RPICIESINTZBREmN. Lo Ll L7 ->TEH LI=FIH

21X, BRI D ADRIEN LIS LiL7aun &,
Whether this additional processing is compatible with the original purposes for which the data were

collected will depend upon a range of factors®, including what information the controller initially
provided to the data subject. These factors are reflected in the GDPR%and summarised below:

* the relationship between the purposes for which the data have been collected and the
purposes of further processing;

* the context in which the data were collected and the reasonable expectations of the data
subjects as to their further use;

*  the nature of the data;

* the impact of the further processing on the data subjects; and

* the safeguards applied by the controller to ensure fair processing and to prevent any undue

impact on the data subjects.

8 Note that the provisions of the future ePrivacy Regulation may also apply.

A% EU TERIR&EN D Te 774 X —HHI) (ePrivacy Regulation) DR ELMEA SN I 5 Z LICEESH
720,

9 Opinion 03/2013 on purpose limitation,2 April 2013. http://ec.europa.eu/justice/data-protection/article-
29/documentation/opinionrecommendation/files/2013/wp203 en.pdf. Accessed 24 April 2017

5529 R/MAEERETIE, UFOXETHRY LiFTns, THORIRICET 5 &R 03/2013), 2013 4£ 4 J 2
H,
10 GDPR Atticle 6(4)
GDPR %5 6 % (4)
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IBMEY 72BN T — Z RO BHIO BRI E WL L TWDH N E D ld, BEENRICT
—Z R L TEARTERERIE L7220 IRIEVER % ITEILL TS, £95 L
7=BERIE GDPRICE W T H KBRS L 10 LITO L HITHEKTE 2,

o TZMNNE ST B L BINBYER O BB OB

o TINNESNTZALT 7 AR LBMIFIIZET 27 — % RO G B 2

4

53

s T—XOWE

o GEIMMBHERWART — X EIRICE X D58, i,

o ANEREHFWEMHR LT —Z ERITHT 5 R YRR A LT 5 72 DI E A D
B U7 R

3. Article 5(1) (c) Data minimisation

3. 5% (1) (o) : F—F D&M

The business opportunities created by profiling, cheaper storage costs and the ability to process large
amounts of information can encourage organisations to collect more personal data than they actually
need, in case it proves useful in the future. Controllers must make sure they are complying with the
data minimisation principle, as well as the requirements of the purpose limitation and storage
limitation principles.

TuZyA YT KRRk R R REFRODEEN N I v A
SF, AR LT BADSERIIZE LD LW — ATl FERRIn#E e 2
LLEICEANT =2 OWEIER 2L 5 %, BHEZ, 77— &/MUER]L, 72 BROHIR
& RRIRERAF OHIIR O JTAN B9 2 B OBESF 2 etk L7221 7 S 70,

Controllers should be able to clearly explain and justify the need to collect and hold personal data, or
consider using aggregated, anonymised or (when this provides sufficient protection) pseudonymised
data for profiling.

BRI, MAT =2 2 NE LRET D 0EME 2 ARCH LIEYETE D L O d~&
Tho, L, 7u77A4 Y 7olnicEitbsi, EAbd L <E (Thps+oo7etk
RIS 55810 A fbsneT — 2 O EBETRETH D,

4. Article 5(1) (d) Accuracy
4. #55% (1) (d) : EEmeH

Controllers should consider accuracy at all stages of the profiling process, specifically when:
*  collecting data;

* analysing data;
*  building a profile for an individual; or
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» applying a profile to make a decision affecting the individual.

BHEIL, TurrA 007 FTuk A0 TOERBEIZEWNT, FiZ, LTOBRIZ, MM
EEETNETH D,

s F—HXDUUE

« T—H DI

e AADTa 77 ANER., XL

o AANCEEZEZ HREIZOWVWTHOT T 7 A Vi

If the data used in an automated decision-making or profiling process is inaccurate, any resultant
decision or profile will be flawed. Decisions may be made on the basis of outdated data or the incorrect
interpretation of external data. Inaccuracies may lead to inappropriate predictions or statements about,
for example, someone’s health, credit or insurance risk.

L LHBESNEBERREZ T 774 V7 O7Taw ATHASNS T — X DN 1L
ThiuE, ZIhoBonEERREST R 7 7 A VEKE bbb D L7 5, BIERE
N, BHEINTWRWT —X  ISNBT — X ORERERETRIZE SN TITbh s b L
N, REMTH D Z Lk, FlE, EroEE, EHUIRBEICEDS Y 271250
TOREY) 72 FRPFEIRIZENR 5008 L7,

Even if raw data is recorded accurately, the dataset may not be fully representative, or the analytics
may contain hidden bias.

EF—ZNIERICTEHEINTWEZE LTH, T—Z Ty MIFSIRERTRW S L
Wik, FERATICIZRBNT A T ARG ENTWAE N E LiLeu,

Controllers need to introduce robust measures to verify and ensure on an ongoing basis that data reused
or obtained indirectly is accurate and up to date. This reinforces the importance of providing clear
information about the personal data being processed, so that the data subject can correct any
inaccuracies and improve the quality of the data.

EFHZIHEAMA SN T =2 IR ENICERE SN T — 2 NIEHTH Y . EEFTH
5 2 & ke — X TRE LR T D L E LI B2 EAT ML ERH H, THITEDY
TONDEANT =2 2oV TRz T o\ 2@k L, Thick V7T —2 &
RIIRIEMRE ZAZRBELELT =Y DELAWETH LN TE S,

5. Article 5(1) (e) Storage limitation
5. 55 (1) (e) : FRERFOHIR

Machine-learning algorithms are designed to process large volumes of information and build
correlations that allow organisations to build up very comprehensive, intimate profiles of individuals.
Whilst there can be advantages to retaining data in the case of profiling, since there will be more data
for the algorithm to learn from, controllers must comply with the data minimisation principle when
they collect personal data and ensure that they retain those personal data for no longer than is necessary
for and proportionate to the purposes for which the personal data are processed
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PR O T LT Y AL, REBEOHHRZ B MAEME NS ONTOE D) Tast
R THERR T 0 7 7 A AR Z WREIC T DB Z LT 2 L 201271 v EahTn
Do TOT AV T TR, T—EFBRELRDIEELDT —ZNET)NTY XLNRHET
TR, T2 AT AV FAHL OO, BHEIL, MAT—FEZINESTD L
2R, T2 RMEDFERNZ BT L, AT —Z B0 BRI L TRETH Y
B TH 2 U EICRWEIF, £ OEAT —Z OfRfFa L& 9 ik L2 ide
YRR

The controller’s retention policy should take into account the individuals’ rights and freedoms in line
with the requirements of Article 5(1)(e).

EHEORGFERY —1F, B 5RQ)E)DEMIZIH > T, BAOHMEBHEZZET T
Ho,

The controller should also make sure that the data remains updated throughout the retention period to
reduce the risk of inaccuracies.™

BEEHIL, REMIEDY 227 2B L5720, MEMHEZEL T, F—2 07 v 77— 1 &
NELDOERoTNAEZE BRI RETHDL U,

B. Lawful bases for processing

B. B\ DiERRHL

Automated decision-making defined in Article 22(1) is only permitted if one of the exceptions
described in Chapter IV (sections C and D) applies. The following lawful bases for processing are
relevant for all other automated individual decision-making and profiling.

B2 RIEDLNL AL SN BEREIZ, B IVE (B CHIKLUHE DH) ThE~5H4
HNO—ONEETHHEICRY . FFRSND, BERWICEET 2 LUT OIERIRILT, =To
OB ANICKIT 5 AEL SN -BERREE T a7 74V U 7ICBEET 5,

1. Article 6(1) (a) consent
1. H6%0)(): HE

Consent as a basis for processing generally is addressed in the WP29 Guidelines on consent.!? Explicit
consent is one of the exceptions from the prohibition on automated decision-making and profiling
defined in Article 22(1).

1 Norwegian Data Protection Authority. The Great Data Race — How commercial utilisation of personal data
challenges privacy, Report, November 2015. Datatilsynet https://www.datatilsynet.no/English/Publications/The-Great-
Data-Race/ Accessed 24 April 2017

INT x— - TR, WEE TREET XDV —R : TI7AN—ICHT AT — % O
AR OFREE . 2015 4F 11 A,

12" Article 29 Data Protection Working Party. Guidelines on Consent under Regulation 2016/679 WP259, 28 November
2017, http://ec.europa.eu/newsroom/just/document.cfm?doc_id=48849. Accessed 18 December 2017

5529 SRt THIAI 2016/679 (24T D RIEICET 24 A 74 2] WP259, 2017 4211 7 28 H,
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AR OO FAE L U COREIX, 5 29 RMEEROREICET A KT 4 Ty EiF
SNTWD 2 BRMRRIEIR. £225% () oB#ban-BRRELE T 7740
T ORI T D69 D—>TH 5,

Profiling can be opaque. Often it relies upon data that is derived or inferred from other data, rather
than data directly provided by the data subject.

Ta7 AV TIEARERATHY 55, LIXFLIEZENE, 7T—F EERNEERE L 27—
ZLEVD KD bDT —Z D BIRAE L SUIHEE S 77— 2 1L 5,

Controllers seeking to rely upon consent as a basis for profiling will need to show that data subjects
understand exactly what they are consenting to, and remember that consent is not always an
appropriate basis for the processing.'® In all cases, data subjects should have enough relevant
information about the envisaged use and consequences of the processing to ensure that any consent
they provide represents an informed choice.

TuTZyA Y T OERERBICERL &) LT HEEL, T2 EEPNMNCFEET D
e ERECHEMEL TS 2 e 2R T ERH Y, £ zMéTL%)% ZHAR N OE ) e
BEREL TR0 L2 BN T RERH D B, k/ufot/f AZThH, T—FERKIT £h

DEZDFRENGHAZZ T ETOBRTH L Z L 2k T 5720, E&#&b\@ﬁﬂeéﬂé
AR LISV T ICBEET 2z b HONE ThH D,

2. Article 6(1) (b) — necessary for the performance of a contract

2. 6% (1 (b) : BYBITITHETHD

Controllers may wish to use profiling and automated decision-making processes because they:
*  potentially allow for greater consistency or fairness in the decision making process (e.g. by

reducing the potential for human error, discrimination and abuse of power);
*  reduce the risk of customers failing to meet payments for goods or services (for example
by using credit referencing); or
*  enable them to deliver decisions within a shorter time frame and improve efficiency.
BEHEIL, UTOEBNS, a7 74 ) 7 ROBELSNZBERRED T vk 22 F]
HALTEWERES b Livigvy,
o EREWEImERIZBWT, BEMIZ, IVEW—BEIAERZAEE LD
L (BIRIE A7 I AL BRI R OMERRDOEE A O RIREMEZ I C 2 Z £ I2 k- T0)
o EMXITT—ERITH L TSHAWEG 2T Z E N TERWBED Y X7 2l &
o B, FHRSZRHATLZ&I28-70)

13 Ipid
ik
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o EHENIVEOHIMTRELRME L, REZLETED

Regardless of the above, these considerations alone are not sufficient to show that this type of
processing is necessary under Article 6(1)(b) for the performance of a contract. As described in the
WP29 Opinion on legitimate interest', necessity should be interpreted narrowly.

FRFHIZO DL T, BREITICET 55 6% (1) (b) Ob LTI ORMOEHRVA
LETHDH T EETTITE, D DOEEFELT TII o TRY, EYRFRICET S
29 RMEEHZOBR Y TR 91T, BEITRIRSNLERETH D,

The following is an example of profiling that would not meet the Article 6(1)(b) basis for processing.
ROFEFNT, F6k (1) (b) OERFWOREEEZ-S 2070774 ) T7OHEFITH

60

Example

=45

A user buys some items from an on-line retailer. In order to fulfil the contract, the retailer must
process the user’s credit card information for payment purposes and the user’s address to deliver
the goods. Completion of the contract is not dependent upon building a profile of the user’s tastes
and lifestyle choices based on his or her visits to the website. Even if profiling is specifically
mentioned in the small print of the contract, this fact alone does not make it ‘necessary’ for the
performance of the contract.

boa—Y—INF LT A L DNREEDOREME AT D, NREFITRNZBITT S
e, IWEZITLHEM T —07 LYy M — FMEREZR Wbtz b
T FE, BRERT L DIl —F—OFERTEIRDL R T IER b, BROET
E. V=T YA FOFIMICES S =Y — DB T A T AL A NDT 1T 7 A AR
IR L 72\, a7 7 A U o T RBEOMMN 2 LT TR TS ELTYH, £
DFEEZT T, BRBITICERY WMETHDH ] Lidkbin,

3. Article 6(1) (c) — necessary for compliance with a legal obligation

3. 6% (1) (o) : BBBOETIIKLETHD

14 Opinion 06/2014 on the notion of legitimate interests of the data controller under Article 7 of Directive 95/46/EC.
European Commission, 9 April 2014. http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-
recommendation/files/2014/wp217_en.pdf. Accessed 24 April 2017

54 95/46/EC 55 7 5D b & TOT — Z EHA O IEY 2R3 OBEEICBI 3 2 A 06/2014), BRINER S,
2014 -4 A 9 A,
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There may be instances where there will be a legal obligation®® to carry out profiling — for example in
connection with fraud prevention or money laundering. The WP29 Opinion on legitimate interests®
provides useful information about this basis for processing, including the safeguards to be applied.

TRT AN T EFERT DI EMENRER L Lo T D —A—Hlz1E, FEROBL
IEXF~F—a o Z Y o TIZEE L TR 500 LRV, 2629 FIEEMEDEYS 72
FIESICBET 2R 13, EHIN D REHREHE LT O, BBV ORILIZ >N TOH Mk
AL L TV 5,

4. Article 6(1) (d) — necessary to protect vital interests

4. 6Lk (D (d) : £mCBETIMBEORBIHBETHD

This covers situations where the processing is necessary to protect an interest which is essential for
the life of the data subject or that of another natural person.

ZAUE, BV, T X ERSUIMO ARANDAEMIZ E > CTEERFEEZR#ET D720
WCHETH LR ERRE L TWD,

Certain types of processing may serve important public interest grounds as well as the vital interests
of the data subject. Examples of this may include profiling necessary to develop models that predict
the spread of life-threatening diseases or in situations of humanitarian emergencies. In these cases,
however, and in principle, the controller can only rely on vital interest grounds if no other legal basis
for the processing is available.” If the processing involves special category personal data the
controller would also need to ensure that they meet the requirements of Article 9(2) (c).

WL OPOFFHD TR T, BERALOFRE ORI K OF — 2 FIRO LI BT 5 F)4E
LD E LIVR, ZOFGNTIR, A 2 3 R O TRIE 7 VBT T B 72
Batob o RkicB W TnEE SN T a7 A ) U IREENRD, LLEALDT
— BT, FFAIE LT, BHEIL, Tr T 7 AU TN THIOIERRIL)F]
MTERWE ZITRY | EMICBET 2R OMBLUKIL S 2 Z LR TE D Y, Bl AFr
MR OMANT — 2 2 G006, BHE T RB, TAREIK 2) (o) DEMEN-T
L EMRT DBERD D,

15 GDPR Recitals 41 and 45

GDPR RiTSCEE 41 L Y 25 45 18

16 Page 19 Article 29 Data Protection Working Party. Opinion 06/2014 on the notion of legitimate interests of the data
controller under Article 7 of Directive 95/46/EC. European Commission, 9 April 2014. http://ec.europa.eu/justice/data-
protection/article-29/documentation/opinion-recommendation/files/2014/wp217_en.pdf. Accessed 24 April 2017

19 H, 529 RI1E¥EHS T4 95M46/EC #7520 & TOT — X FBHEZF O IEL 2 OMAICET 2B A
06/2014), PRINZEZ, 201444 A 9 H

17 Recital 46 GDPR

GDPR R 3CH 46 4
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5. Article 6(1) (e) — necessary for the performance of a task carried out in the public
interest or exercise of official authority

5. 6% (1) (o) : AR UIAK RHERDOITHICEE L TEME S 5585
ZEITDOEDITHETHD

Article 6(1) (e) might be an appropriate basis for public sector profiling in certain circumstances. The
task or function must have a clear basis in law.

Fok (1) (e) 1. WS ODDRWIZEBNT, AR TOT 0T 7 A Y 7 Ot 7e Kk
L%, T OVEEIEREITIERICHME R IR 2 R - 2 TR 5720,

6. Article 6(1) (f) — necessary for the legitimate interests'®pursued by the controller
or by a third party

6. 6% (1) () : BEENIE=FITLIVBRIND EYEoFig BITHET
H5

Profiling is allowed if it is necessary for the purposes of the legitimate interests'® pursued by the
controller or by a third party. However, Article 6(1) (f) does not automatically apply just because the
controller or third party has a legitimate interest. The controller must carry out a balancing exercise to
assess whether their interests are overridden by the data subject’s interests or fundamental rights and
freedoms.

a7y A 7E, FEEUIE ZFOBRT HEY R PO BO DI TR
AT, BOLND, LMALEESR (1D ) 1T, FEEDSEYRARE/HFO LN Z LT
T, HEIWIZHEA S 2 DT TiERW, EEFIEL. ZORENT — % FIROFIE TR
HIMER] & BRI K o TSN DN E D DEFHMET 2720, T v A %X 2 HiE % 32k L
T IUER B,

The following are particularly relevant:
» the level of detail of the profile (a data subject profiled within a broadly described cohort

such as ‘people with an interest in English literature’, or segmented and targeted on a
granular level);
*  the comprehensiveness of the profile (whether the profile only describes a small aspect of

the data subject, or paints a more comprehensive picture);

18 Legitimate interests listed in GDPR Recital 47 include processing for direct marketing purposes and processing
strictly necessary for the purposes of preventing fraud.

RISCHS 47 BHIZZT 2 IEM RRSIE, £ A V27 h=—FT7 0 V7 BROEHR . KOFEHKESIE B D721
R B IR R & B e,

19 The controller’s “legitimate interest” cannot render profiling lawful if the processing falls within the Article 22(1)
definition.

BARVAE 22 &2 (1) OEFRICZYT 256, 7 —2EHED NEL7RFIEE) a7y A v 7 &k
o R = A
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» the impact of the profiling (the effects on the data subject); and

» the safeguards aimed at ensuring fairness, non-discrimination and accuracy in the profiling
process.

IR, RrICBMRT 2,

s TuTrANDOFEMEOLUL ([FESCRITELERFOANZ | O X 9 IREFRITH
WENTEHOFTT a7 7 A MEEINDT —F FR, TR L~ v Tk 7
Ay MEENES =Ty Muah b7 — % FEE)

s TuTrANOWUREE (a7 y A NVRT — X EEROFNE LEGE LTV
WO, BB EBIE L TS O E S )

s TuTrAV T ORE (T2 ERIIEZDHDE) . KD

s TuTyAY T OWBIZETONEN, FEENME EEMEAHERT D720 Ok
A E

Although the WP29 opinion on legitimate interests?® is based on Article 7 of the data protection
Directive 95/46/EC (the Directive), it contains examples that are still useful and relevant for controllers
carrying out profiling. It also suggests it would be difficult for controllers to justify using legitimate
interests as a lawful basis for intrusive profiling and tracking practices for marketing or advertising
purposes, for example those that involve tracking individuals across multiple websites, locations,
devices, services or data-brokering

529 SRRSO L RFRRICEET A ER D1k, T — X {R#IES 95/46/EC (FE) &
FITHAS LD, %niAf%ﬁx7u774Jyﬁ%%m#éﬁﬁ%:&ofﬁ%#O%
I LEHEZEZALTND, ZHULERL, B2, o =T, b, ar—rar, 7
NA A P—ERAET —Z A (data brokering) ICOWTOEAD N T v ¥ 7 %25
W, v =TT 4 VIRINEBID DI IANTE T e T 7 AV T RN T X 7O
AT, [CBAT AmEMEORE L LT, FHENELY RS ZRLET L2008 LW L%
R L TV,

The controller should also consider the future use or combination of profiles when assessing the
validity of processing under Article 6(1) (f).

BTHEIL, F6K (1) ) O L TORHOENMELFHMET DB, ko v 7711
FHAST 0 7 7 A VOMAEDELEETRETH D,

20 Article 29 Data Protection Working Party. Opinion 06/2014 on the notion of legitimate interests of the data controller
under Article 7 of Directive 95/46/EC. European Commission, 9 April 2014, P59 - examples 5and 7
http://ec.europa.eu/justice/data-protection/article-29/documentation/opinionrecommendation/files/2014/wp217 en.pdf.
Accessed 24 April 2017

529 AT THEA 95/46/EC BT D b & THO T — X EHH O IE Y 22 R 3 OB AT BEd 5 & 7. 06/2014] .
MMEZE S, 2017 $ 4H9H, B9 H—FMHI5 KT,
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C. Article 9 — Special categories of data

C. Bk : Bhlf@AEDT—¥

Controllers can only process special category personal data if they can meet one of the conditions set
out in Article 9(2), as well as a condition from Article 6. This includes special category data derived
or inferred from profiling activity.

BEHEIL, BOROXMOARRETHIZK 2) ITEDLIRMFO D&l § 2 LNTE
DA DH, FHIRIEEOMANT =2 20l 5> 2R TE S, Zhlix7unry AU >
TR0 DIRE L SUIHEE SN TR RO T — 2 Va5,

Profiling can create special category data by inference from data which is not special category data in
its own right but becomes so when combined with other data. For example, it may be possible to
infer someone’s state of health from the records of their food shopping combined with data on the
quality and energy content of foods.

TaTrA V7%, T b OHEEIC L o THRRIRTEO T — X AERTE S, 29
L7eT —Z X2 ER TR FEO T — 2 TR VRO T —% L OfAGbEz & X
2. KRR RO T — 2 LD, BT, BE L TRV F—RRICHTL T —Z LR
B NBRE 2B DED Z LIk o T, HENDORBREAHEE TE 2000 LRV,

Correlations may be discovered that indicate something about individuals’ health, political convictions,
religious beliefs or sexual orientation, as demonstrated by the following example:

ROFFI T L DS, BADREE, BUGRIZREE, FEEME R SUIMERIFRIZ OV T
M ERT DMHBEMER RNZEN 50 b LivZen,

Example

=4

One s,tudy21 combined Facebook ‘likes” with limited survey information and found that researchers accurately
predicted a male user’s sexual orientation 88% of the time; a user’s ethnic origin 95% of the time; and whether a
user was Christian or Muslim 82% of the time.

& W58 211, Facebook @ v via) & BRIERI LA R &AL G D, WFZEE 03 Bk
=P —OVERIER % 88%., T—F—D AL 95%, Z—H =% U X FEENA A
T LHETH L E 82%. EFEICTHILIZZ L2 6Lz,

If sensitive preferences and characteristics are inferred from profiling, the controller should make sure
that:

2L Michael Kosinski, David Stilwell and Thore Graepel. Private traits and attributes are predictable from digital records
of human behaviour. Proceedings of the National Academy of Sciences of the United States of America,
http://www.pnas.org/content/110/15/5802 full.pdf. Accessed 29 March 2017

SATN AV AR TEY N AT 4N T2 VR E— L - 7 LU T AMITEIOT ¥ Z LRl
S TR R AN ORFE L BV . RERFET 27 X — MR SR,

http://www.pnas.org/content/110/15/5802 full.pdf.
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» the processing is not incompatible with the original purpose;

* they have identified a lawful basis for the processing of the special category data; and

* they inform the data subject about the processing.
TaT g AV TN YT o TR P HEE SN D7 B, B IILLT 2 i
R RETH D,

o BV V T AOBEBEMNT S

o EHENRHLEEOT —Z ORROICET D EMRILARFFEL TWD, £

o EHHEDNEBHNIZONWTT —F EIRIZIHERZZHET S

Automated decision-making as defined in Article 22(1) that is based on special categories of data is
covered in Chapter IV (section D).

Fepll 2207 — 22 HESWTH 22 5 (1) IZED D BHEME Sz B RIREX, B IV E
(% D i) THY BT 5,

D. Rights of the data subject??
D. 7 —& EEDHEF] 2

The GDPR introduces stronger rights for data subjects and creates new obligations for controllers. In
the context of profiling these rights are actionable against the controller creating the profile and the
controller making an automated decision about a data subject (with or without human intervention), if
these entities are not the same.

GDPR %, 7—# EROMHERM L@ L, BHEICOVWTHLERBEZ2RITTND, v
TAVLTOILT I AT, ZOMRIE, 70T 7 A VR B L, R
il

WA #AT O EHE T LTS 5 2 LN TE 5,

G

Example

=45

Adata broker undertakes profiling of personal data.  In line with their Article 13 and 14 obligations
the data broker should inform the individual about the processing, including whether they intend to
share the profile with any other organisations. The data broker should also present separately details
of the right to object under Article 21(1).

T—=2DTa—N—NMANT =2 DT a7 A1) T EIToTWD, TOHAE. F 13
ZMOBIUEDOFHEICIN ST, T—HF « Ta—h—L, a7 7 A LZ oL it
BT H5BRDBH L0085 hOFEREEG D, BHRWIZOWTOFRE AT & T

22 This Section is relevant for both profiling and automated decision-making. For automated decision making under
Article 22, please note that there are also additional requirements as described in Chapter IV

oI T A4 ) I ROBEL SN BEBREOH FICBEE L T\, 22500 & CoOREEE
NEBEREIZOWTL, HIVETERARD L ITBMOBERFET D 2 S ICER SN,
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b, T Tua—I—F, F215L (1) Ob L TORBNICEFE L IRRDHEF]DF
MY ERRE TR T RETH D,

The data broker shares the profile with another company. This company uses the profile to send the
individual direct marketing.

T—X e Tu—h—IMhottE T e T A NV EHET S, TOSIFEANCE ALY
N~e—TT 4 T HEDTZDIC, DT 7 v A NENHT D,

The company should inform the individual (Article 14(1) (c)) about the purposes for using this
profile, and from what source they obtained the information (14(2) (f)). The company must also
advise the data subject about their right to object to processing, including profiling, for direct
marketing purposes (Article 21(2)).

ZORG. TORIT e 7 s AVERTLE (145K (1) (), KO, £V
—ADNDERERS L) (B 145 (2 ) offdz, EMACRMT&Tthsd, *
ZOEtE, ¥A VI A= T 4 VY THBOTEDD, a7 rA4 ) T EET, W
BN OWTEFE LB R DR AT — X FRIBRRTUE R b0 (215 (2)

The data broker and the company should allow the data subject the right to access the information
used (Article 15) to correct any erroneous information (Article 16), and in certain circumstances
erase the profile or personal data used to create it (Article 17). The data subject should also be given
information about their profile, for example in which ‘segments’ or ‘categories’ they are placed. %

T—H T a—h—Kk OO, ﬂ%éﬂk?*&«?*&i%ﬁ?&txb(%
1558), o EMEAEEL (B165%)., £LAICLoTUIT R 7 7 A VLV XULEDIE
R D728 Cﬂ%éﬂk@kT*ﬁ%ﬁ%?%éi?Z?Ngfﬁé(%IRHOé%i
F=HZERZHCOT O 7 7 A VZOWNTOFER, HlziE, HERNED B A b
XIE A7) — ] KEESNLTVWDID2OERL G2 6NHXXTHH%,

If the company uses the profile as part of a solely automated decision-making process with legal or
similarly significant effects on the data subject, the company is the controller subject to the Article
22 provisions. (This does not exclude the data broker from Article 22 if the processing meets the
relevant threshold.)

tH L OSIENER RN R IO R E e fa T — 2 EIRIZE 2 5 b o6 BB
ShEERREST v 20§k & Lf7lﬂ77/f/1/7%%lﬁﬂﬁ“éﬁm F DEFILE 22
FOBEIZWEDEHF LD (ZOZ &1, 7—2 70— — OBV A BE T 5 54
BT AT —4% - T a—h—%5f 22*@%%%&L@“%

23The Norwegian Data Protection Authority. The Great Data Race -How commercial utilisation of personal data
challenges privacy. Report, November 2015. https://www.datatilsynet.no/English/Publications/The-Great-Data-Race/
Accessed 24 April 2017

N z— s TR RETAS, WEE TREET —H DL —R  TIANR—ZHT DEANT — X OFF
SERVRI ORI S, 2015 4F 11 A,
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1. Articles 13 and 14 — Right to be informed
1. BRERUE 14E: FRE G2 LN DHER

Given the core principle of transparency underpinning the GDPR, controllers must ensure they explain
clearly and simply to individuals how the profiling or automated decision-making process works.

GDPR # X% 2527 & L TOEAMOFRIZZET UL, EEE X, AL T, e
T AV UTHEL SN EERBREO o B AN ED L I THERE L T A NI HOWNT
D, WO TV AR LR AU B 7w,

In particular, where the processing involves profiling-based decision making (irrespective of whether
it is caught by Article 22 provisions), then the fact that the processing is for the purposes of both (a)
profiling and (b) making a decision based on the profile generated, must be made clear to the data
subject.?*

Rz, BT m 7 7 4 ) o IS ERRELZ S LGS (BADNE 22 K0 ED
ARG 2038 Db bT), ZOBHEWS @) “a7rA4 07 KO (b)
E a7 v 7 7 A WIZHESS BRIREDOH FOBHDT=DTHD E V) FEEIL, T—
Z ERIZHRE LTI SN T UE e v 24

Recital 60 states that giving information about profiling is part of the controller’s transparency
obligations under Article 5(1) (a). The data subject has a right to be informed by the controller about
and, in certain circumstances, a right to object to ‘profiling’, regardless of whether solely automated
individual decision-making based on profiling takes place.

AL 60 X, a7 74U U 2oV TolFHzRMtT2 22, 5% (D (@
LDEHEOBAMEORHO M THD LR TS, T—FERIE, 7707
WZESL b2 XS BEL SN IBANOEEEDRITOILTNDNE I NZ0020 5 7
(Ta 77 A7) IZOWTEBEND #2217 SHRZR D, E1RPUIC L - T
X, T T AV TGN SHER B RO,

Further guidance on transparency in general is available in the WP29 Guidelines on transparency
under the GDPR%

— R IRBEIAMEIC OW T DO H A F o AlL, 29 RIEEES D, GDPR O & TOFEAMEIC
BT 554 R4 THHATE S 5,

24 GDPR - Article 13(1)(c) and Article 14(1)(c). Article 13(2)(f) and 14(2)(g) require the controller to inform the data
subject about the existence of automated decision-making, including profiling, described in Article 22(1) and (4). This
is explained further in Chapter IV.

GDPR# 135% (1) (c) KU 145 (D) (o)., #1354 (2) (H MU 145 (2) (9 &, EFHEICHL
T, H2% (D) KO ) 12k~ 270 774V 7 &G HEL SN BEREDHFIEIZ DN TOHER
T —H BEICERMIT 5 X ITRO TS, ZHIFHE IV EICBWT, S6IZ@HT 5,

25 Article 29 Data Protection Working Party. Guidelines on transparency under Regulation 2016/679 WP260, 28
November 2017 http://ec.europa. eu/newsroomljust/document.cfm?doc_id:48850, Accessed 18 December 2017

5529 SefEREE S, TN 2016/679 (2 331) HBIINMEICBI T2 44 K7 A ) WP260, 2017 4F 11 A 28 H
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2. Article 15 - Right of access
2. 15 : T/ A

Article 15 gives the data subject the right to obtain details of any personal data used for profiling,
including the categories of data used to construct a profile.

FASKIT, T T s ANEERTATOIEHEINDG T — 2O T I =G0, Ta
Ty AV ESNDENT — X Ot a5 58 %E2, 7 —% FIRIZE 2T\,

In addition to general information about the processing, pursuant to Article 15(3), the controller has a
duty to make available the data used as input to create the profile as well as access to information on
the profile and details of which segments the data subject has been placed into.

F 155 () IZKDEHENZHONWTO—RAE RIS A, BEEITIT v 7 7 A4 MAER DT
HOA Ty he LTERSNET =2 2FHTELL91CL, £/, v 77 A 0ZD
WTOFERLOT —F EERPMIESIT N TNDE T A NOFEMICBET D 1EHR~T 7 &
ATEDLLIDICTHEVWIRRBEAD,

This differs from the right to data portability under Article 20 where the controller only needs to
communicate the data provided by the data subject or observed by the controller and not the profile
itself.%6

L, a7 A NNEFNEERTIIRLS T =X BRI L VRS =T — & IEHEIC
Ko THIEINTT — X 2 EHEMRET D720 TRV, 20 RICESL T —HR—X
v T O & 1T 5 %,

Recital 63 provides some protection for controllers concerned about revealing trade secrets or
intellectual property, which may be particularly relevant in relation to profiling. It says that the right
of access ‘should not adversely affect the rights or freedoms of others, including trade secrets or
intellectual property and in particular the copyright protecting the software’. However, controllers
cannot rely on the protection of their trade secrets as an excuse to deny access or refuse to provide
information to the data subject.

AISCE 63 L, 7 m 77 AV I L CTHRICEE TH A 000 LiLZ2 W EZERE XX
A PEDIRE 2 ST D EEHE I LT, RALLORELREE L T D, Thid, 7
7 ZREDS Ve SERLE AT INBI PE R OVFFIZ Y 7 b U = TIREDOZEEMEE &, ftha
OHERISULH BICAR 2B L2 5 2 T 6720 Ed_Tn5b, LavL, EHAT
77?x%ﬁﬁbﬂ17~&£¢m®%ﬁ%h%@éﬁétm@@m&LT\_@m%%
BEOREKIT D Z L IXTERN,

Recital 63 also specifies that “‘where possible, the controller should be able to provide remote access
to a secure system which would provide the data subject with direct access to his or her personal data.’

%6 Page 9, WP29 Guidelines on the Right to data portability, WP242
http://ec.europa.eu/newsroom/document.cfm?doc_id=45685. Accessed 8 January 2018
2RI, [T—2R—2 )T 1 OWRIZET D04 F74 > ) WP242, 2017 411 H 28 H
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AISCHE 63 TH L TR[REZRG A, BHEAEIX. 7 — ¥ BIRICH L TYET — % BRI ANT
—HNDEFEDT T AR L 5 DLRR AT LA~DY T— T 7B XA E2MT
XL LT b7 ) Ehi LTS,

3. Article 16 - Right to rectification, Article 17 Right to erasure and Article 18 Right

to restriction of processing

3. 2165 : FTIEDHER], 17 5% : HEOHERM, % 18 5% : Bl OflFR OER]

Profiling can involve an element of prediction, which increases the risk of inaccuracy. The input data
may be inaccurate or irrelevant, or taken out of context. There may be something wrong with the
algorithm used to identify correlations.

T T A ) T IIAREMRMEIC LAY RV B SEA PHOBEEEES LY D, {2
ke T—ZBREMTHY, HLAIFEMENZ2LS, XIar 77 A b L Tnd
HH LRV, FHEMEZEET 5720V E T AT ) AN ENOREEND 2D
LiL7euy,

The Article 16 right to rectification might apply where, for example, an individual is placed into a
category that says something about their ability to perform a task, and that profile is based on incorrect
information. Individuals may wish to challenge the accuracy of the data used and any grouping or
category that has been applied to them.

%16 SOFT EOMHEFNIL, Bz X, HAEARASORBHEINC DN TRINERRD BT
Y —IZENIL, TDOT BT 7 A NHBRIEHRFRICESHDTWDIHEIC, BHIND,
BAX, FIHESNDT — X OEMEROEIICEH SN TWD 7V — I T TV —
DIEFMEIZDONT, BERNLCEREL Z LN TX 5,

The rights to rectification and erasure?” apply to both the ‘input personal data’ (the personal data used
to create the profile) and the ‘output data’ (the profile itself or ‘score’ assigned to the person).

RIIECHEOHER 71X, T4 7y MANT =21 (a7 7 A AERICFIH S 2@ A T
—%) & 7O NTy b =2) (TuT AT EEK, SUIEANTEY 5 THRE
(227 ]) OmMGITEHASND,

Article 16 also provides a right for the data subject to complement the personal data with additional
information.

H16 KklE. T—H ERNEFOENT — X IBIMOERE 4 O R L ED T 5,

Example

=5

2T GDPR - Article 17,  GDPR- Article 18(1)(d)
GDPR %5 17 4. GDPR % 18 42(1)(d)
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A local surgery’s computer system places an individual into a group that is most likely to get heart
disease. This ‘profile’ is not necessarily inaccurate even if he or she never suffers from heart disease.
The profile merely states that he or she is more likely to get it. That may be factually correct as a
matter of statistics.

O OERO A Ea—HF « VAT ARG HENEDBRIC»» LT W I—7
TS, 20 77y A0) i3, TOEANZNE TITLBRIC o722 & B
RNELTH, BT LHARIEEMIZEE WD DI TR, 7r 77 A uid, ZOMAN

(LD 0T 0] L) T EEIRRTNAHICTERNDTH D, Hiat EOREE
LCAIE, ZHUTFEEE L TEMND LR,

Nevertheless, the data subject has the right, taking into account the purpose of the processing, to
provide a supplementary statement. In the above scenario, this could be based, for example, on a
more advanced medical computer system (and statistical model) factoring in additional data and
carrying out more detailed examinations than the one at the local surgery with more limited
capabilities.

LonL, 7—=Z2 E KT, BROCOBNEZER L T, MR AT — A M2k 2

MR Z R, ERRoTF VAT, Zhid, BIAIE BT —% 25 E L X0 EMe sk
EEEMT 5. WENZRRE Lo b2 VT OER L 0 @SR, ERT S Ea—s

VAT A (ROEFET V) ARILE A LR TE D,

The right to restrict processing (Article 18) will apply to any stage of the profiling process.
IR OFIROHEF] (5185 1. v T7 7 AV 7 - Fak A0 ORI HET S

o,

4. Article 21 — Right to object
4. B21 5% RBEBRDHER]

The controller has to bring details of the right to object under Article 21(1) and (2) explicitly to the
data subject’s attention, and present it clearly and separately from other information (Article 21(4)).

BHEAEIL, F215% (D) LKW (2) 1L EEARRDMERNOFEMZ Hra9IcT — 2 R
DOEFEZEZWET S L9, ZNZHAMICET-MOIFRE XBI L TR LT USR5 72
W (2145 (),

Under Article 21(1) the data subject can object to processing (including profiling), on grounds relating
to his or her particular situation. Controllers are specifically required to provide for this right in all
cases Where processing is based on Article 6(1) (e) or (f).

F214k (D) kv, 7= @I, ABCORRHIZRRIUTBE T 2Bl SV T, Bl

(Fu7rA4 )T aeEte) CRELRNDZENTE D, BHEIL, ORI 6
& ) (&) Xk () ITESKETOr—AITBWT, ZOHEMAZREET D X512, FFic
KoHND,
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Once the data subject exercises this right, the controller must interrupt?(or avoid starting) the profiling
process unless it can demonstrate compelling legitimate grounds that override the interests, rights and
freedoms of the data subject. The controller may also have to erase the relevant personal data.?

T2 EERN Z ORI EZITHET 28546, BHE L, 7—% EEROFIE, HEFUIAB XY
HEEINDIRDE X RWVEYRIBILZ RS Z N TERTIUL, 777 A0 7D
o A Z W B CULBMEZ ) L ooy, EEEIIBET 2@ AT —
HEEELRITIUL R 67202,

The GDPR does not provide any explanation of what would be considered compelling legitimate
grounds®. It may be the case that, for example, the profiling is beneficial for society at large (or the
wider community) and not just the business interests of the controller, such as profiling to predict the
spread of contagious diseases.

GDPR [IX°T0 & 2 72 WIEYS 2B HL & 35 2 55 HROFH Z ML L T v 3, Z i
M5 —A%, B, BRIEOIEN 2 THT 70774070857, BEE
DEVRAEORGRIZT T ek (IRERaIa=T 1) ITEfERD7—
A0h LIV,

The controller would need to:
*  consider the importance of the profiling to their particular objective;

*  consider the impact of the profiling on the data subject’s interest, rights and freedoms —
this should be limited to the minimum necessary to meet the objective; and

e carry out a balancing exercise.

EHAEIL, LT 2ATO 2 LRI D,

s FEOHMIZXH LTI vy AV IIREETHLILEBETLH L

o THXEEROHMIE, HAIKOHBICHT 2707 7 VT ORBREZET DD
& —Z DT AR DERIC L E R R/ NROFIAIRE SN D NETH D,

s NIV ARELDHI L

There must always be a balancing exercise between the competing interests of the controller and the
basis for the data subject’s objection (which may be for personal, social or professional reasons).

28 GDPR- Article 18(1)(d)

GDPR %518 4= (1) (d)

29 GDPR - Article 17(1)(c)

GDPR 5 17 5:(1)(c)

30 see explanation on legitimacy. Article 29 Data Protection Working Party Opinion 06/2014 on the notion of
legitimate interests of the data controller under Article 7 of Directive 95/46/EC. European Commission. 9 April 2014.
Page 24 - 26
httg://ec.europa.eu/iustice/data—protection/articIe—29/documentation/opinionrecommendation/fiIes/2014/wp217 en.pdf.

Accessed 24
April 2017 IE4PEICBE T 2 2 S K, 55 29 SRfEEie THEH 95M6/EC 5 750 b & THOT —# F
FHOIES 72RO IZEE T 2B R 06/2014), BRINEE S, 201444 H 9 H, 24~26 &
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Unlike in the Directive 95/46/EC, the burden of proof to show compelling legitimate grounds lies with
the controller rather than the data subject.

BHE ORI & T — % FROBEZZEORI (ZAVUE AR, SR SO EM A 2B b )
H L) EORIT, WIZ, RNTUARE BNRITIULZR BV, 84 95/46/EC & 7
D, RUEZWVIESZRRIA R TEHEIEEMLIL, 7 — X BRI b LAEHEFICEIN
Tb\éo

It is clear from the wording of Article 21 that the balancing test is different from that found in Article
6(1)(). In other words, it is not sufficient for a controller to just demonstrate that their earlier legitimate
interest analysis was correct. This balancing test requires the legitimate interest to be compelling,
implying a higher threshold for overriding objections.

FLEDUENL, NTUAGHBOT A MBFE 6% (1) ) CBTFL27ANERERDZ
EIEHONTHD, SV IX, BEENBEOLIRTOE Y 2RO OFE L S &6k

BT 57217 T+ Ty, ZONRT AT A ML, ES7RFIRER Tted 2720 D

ThdHZEuERD, Biga LI EOEWEREB TH DL LEZERLTWD

Article 21(2) grants an unconditional right for the data subject to object to the processing of their
personal data for direct marketing purposes, including profiling to the extent that it is related to such
direct marketing.3* This means that there is no need for any balancing of interests; the controller must
respect the individual’s wishes without questioning the reasons for the objection. Recital 70 provides
additional context to this right and says that it may be exercised at any time and free of charge.

B2l 2 1X, 7Taur AV T EEDIEEA VI h~—0T 4 7 HHOTZHOEA
T AN LT, XA VT h~—TT 7 L BRI DRI TRE AR D ML
DR 5T — 2 FRICHE 2TV 3 ZIUFFIER DN T VA Z I D NER RN LR
L, BEHEIL, REER_RLHAZMS Z LR LIEAOHFELZEE L 2T UL b7
W, BISCE T0 TEIX Z OMERNCKT L CIBMD a7 7 A hER L, TRRNDOTY F 725
ETITHETE D2 LRI T VD,

IV. Specific provisions on solely automated decision-making as defined in Article
22
IV. 2 RICEDDH 2 1E6 HEMEL SN ZBBREIZ OV TORBIFE

Article 22(1) says
F225% (1) X, LTOXITED TN,

3L In line with Article 12(2) controllers who collect personal data from individuals with the aim of using it for direct
marketing purposes should, at the moment of collection, consider offering data subjects an easy way to indicate that
they do not wish their personal data to be used for direct marketing purposes, rather than requiring them to exercise
thelr rlght to object at a later occasion.

124 2) > T XA VI b~—FT 4 7 BHOFHDTEOIZBANLEANT —Z 2 NEST DT
—ﬁ”ﬁfi%‘ I, T EERPNFRITHERATEEZRD D L0 b HK%(DE#,;ET\ AV N —FT 4
THBIDDIZZDEANT =2 OFMELE RV RRTDRGRTEET — 2 IR RT L L&
A& ThD,
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The data subject shall have the right not to be subject to a decision based solely on automated
processing, including profiling, which produces legal effects concerning him or her or similarly
significantly affects him or her.

F—R2ERIT, BOIWCEAL CTHEAEE S T-0 U, XX H SIC/dFEDEKX LR EEEF b 7=
59, IaZyrA )T EET. bo/ 5 BEME S NTZERRWIC E T SIREIZIED 72
FER| 2 Ffo,

The term “right” in the provision does not mean that Article 22(1) applies only when actively invoked
by the data subject. Article 22(1) establishes a general prohibition for decision-making based solely
on automated processing. This prohibition applies whether or not the data subject takes an action
regarding the processing of their personal data.

[FZRIZBIT D THERI) LW o XEIE, 225 (1) 37 —F ERICE > THBIZRD &
NOHAICORBEHAIND Z EEZBER L TWDH DT TR, 25 (D) Tb-1E56H
Bl ST RN D W BEREICE T 2 — R Z ED TN D, ZOERIRT,
T—H EENEDENT —F OB L TITEI A TS 028 9 MIcnb b 72 < #H
S5,

In summary, Article 22 provides that:
(i) asarule, there is a general prohibition on fully automated individual decision-making,
including profiling that has a legal or similarly significant effect;
(ii)  there are exceptions to the rule;
(iii)  where one of these exceptions applies, there must be measures in place to safeguard the data
subject’s rights and freedoms and legitimate interests®2.
BT DL, HRFIUTERELTND
(i) —fRIZ, ERRIFEROBERRRE b6 T 70T 7 A4 ) o 72 Etemall
HEMb S Bk 2 B R EITEE RSN D,
(ii) Z D= IVIIBIND B B
(i)  BIAO—DONZLT 256, 7 — % EEROHEF KO A Bl N IE Y 2254 O %4
PEZ IR T D 72D OIFENFE L 2T U8 B 3,

This interpretation reinforces the idea of the data subject having control over their personal data, which
is in line with the fundamental principles of the GDPR. Interpreting Article 22 as a prohibition
rather than a right to be invoked means that individuals are automatically protected from the potential
effects this type of processing may have. The wording of the Article suggests that this is the intention
and is supported by Recital 71 which says:

32 Recital 71 says that such processing should be “subject to suitable safeguards, which should include specific
information to the data subject and the right to obtain human intervention, to express his or her point of view, to obtain
an explanation of the decision reached after such assessment and to challenge the decision.”

RSO 70 THIE, 29 L7eBdl i DD E IR T 21 R&Th Y, ToR#HEL, 17—4 %
I T 2RI O AEENE, AR ONTELRFLMER], Ui%7T — % ERO A2 RN MR, 2oL 57
Al ORI ENE LCIREICOW TR 2321 D4F], £ LT, ZOREITH L TEBEZ R~ DHEMNZ ST
HOTRITNIZRBRN, ) ZEEBTND,
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However, decision-making based on such processing, including profiling, should be allowed where
expressly authorised by Union or Member State law...... , or necessary for the entering or
performance of a contract....... , or when the data subject has given his or her explicit consent

L, TaT AV T EED, ZOL ) RERVICESSRET, BEEDRT S
EU I EOEWNEIC L > THREICKR SN D GG « -« - XX, 7—F EREE
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This implies that processing under Article 22(1) is not allowed generally.®®
THUE. 225 (1) OH L TORRWDE —RINFFRE SN/ LERB LTINS B,

However the Article 22(1) prohibition only applies in specific circumstances when a decision based
solely on automated processing, including profiling, has a legal effect on or similarly significantly
affects someone, as explained further in the guidelines. Even in these cases there are defined
exceptions which allow such processing to take place.

UL, 225 (1) OFIEE, AFA RTATCEnIZ@HAInND LI, Yo7y A
Uo7 xE0b o0 BEME S Bl MBS < BRI E DIERZN R IR o B R e
HEEZLOLWVIHIFEDORIIZENTOAEHEND, ZUHDEETH IO X D 2k
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The required safeguarding measures, discussed in more detail below, include the right to be informed
(addressed in Articles 13 and 14 — specifically meaningful information about the logic involved, as
well as the significance and envisaged consequences for the data subject), and safeguards, such as the
right to obtain human intervention and the right to challenge the decision (addressed in Article 22(3)).

KO LD IRAERE L, LUN CEEICEY L2203, W mEEHt 2 5217 2 HEF ﬁﬂs%
N OVER 14 5R1 wfﬁ@ifamfmé Frliz, BRT 20y s RO —# ERIC
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Any processing likely to result in a high risk to data subjects requires the controller to carry out a Data
Protection Impact Assessment (DPIA). 3 As well as addressing any other risks connected with the

33 Further comments on the interpretation of Article 22 as a prohibition can be found in Annex 2.

RIEE LTOHE 22 RIZHOWTOFRIZEAT 5 a2 MZOWTIE, [fR2 4B Ihizv,

34 Article 29 Data Protection Working Party. Guidelines on Data Protection Impact Assessment (DPIA) and
determining whether processing is “likely to result in a high risk” for the purposes of Regulation 2016/679. 4 April
2017. European Commission. http://ec.europa.eu/newsroom/document.cfm?doc_id=44137 Accessed 24 April 2017.
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processing, a DPIA can be particularly useful for controllers who are unsure whether their proposed
activities will fall within the Article 22(1) definition, and, if allowed by an identified exception, what
safeguarding measures must be applied.

T—HERICKRERY 27 2T LT AREED H LWL, FEEFICL D 57— 2k
WA (Data Protection Impact Assessment : DPIA) 3 O F N3 & 72 %, DPIA 1%, H
WIZBIT 2 EDMD Y A7 TR 57200 Tl <, EHEORET 2178 22 5% (1)
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A. ‘Decision based solely on automated processing’

A THoilEsEEMEESNZBERWICE S RAE]

Acrticle 22(1) refers to decisions ‘based solely’ on automated processing. This means that there is no
human involvement in the decision process.

225 (1) X, TeoiFEs ] BEbESNZEERW NZES< ) ERHEL TV, =
FUTIRE 7 1 ' AZBW T A RNEN RN EEBERL TV D,

Example

=41

An automated process produces what is in effect a recommendation concerning a data subject. If a
human being reviews and takes account of other factors in making the final decision, that decision
would not be “based solely’ on automated processing.

HElfb S 7B E, 7— 2 ERICE L TREMICIRR L 2D b DA ERT 5, &Kk
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The controller cannot avoid the Article 22 provisions by fabricating human involvement. For example,
if someone routinely applies automatically generated profiles to individuals without any actual
influence on the result, this would still be a decision based solely on automated processing.

BHEIL, NHOBRGRHH -7 LThH, B2 50HEZRRETE 5T Clid
W, BlZIE, HAENEBIHER SN T 0 7 7 AV E, FERICK L TER FoRE s
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ENTBHRNCE S BRIRE L 725,

To qualify as human involvement, the controller must ensure that any oversight of the decision is
meaningful, rather than just a token gesture. It should be carried out by someone who has the authority
and competence to change the decision. As part of the analysis, they should consider all the relevant
data.

W29 SRMEEMS [ — X (RHEREFE (DPIA) B OEER W SHAI 2016/679 O L WU 27 & 47
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As part of their DPIA, the controller should identify and record the degree of any human involvement
in the decision-making process and at what stage this takes place.

BELE T, DPIA O—# L LT, BERE ot 2 2B 5 AROMEGORE L Fny
DEEMETITON D 0 E MR Ltk T & Th 5,

B. ‘Legal’ or ‘similarly significant’ effects

B. MEMZR XX TEROEKRL) R

The GDPR recognises that automated decision-making, including profiling can have serious
consequences for individuals. The GDPR does not define ‘legal’ or ‘similarly significant’ however the
wording makes it clear that only serious impactful effects will be covered by Article 22.

GWRm\fu774uyﬁ%§@§@ménkﬁﬁﬁﬁﬁﬁkzﬂbf%ﬂﬁ%%%%
EHThb LRI EER#H LT\ D, GDPR T EMZR ) UL TREEOEKZ ] L0
ié%ﬁ%bf“@w#\éﬂig TRA 72 B % 5- 2 DNRTZT DN 22 e DRIR L 72
HZ EEHLMNIL TS,

‘Decision producing legal effects’

ERRIRZ S 7 D TIRIE ]

A legal effect requires that the decision, which is based on solely automated processing, affects
someone’s legal rights, such as the freedom to associate with others, vote in an election, or take legal
action. A legal effect may also be something that affects a person’s legal status or their rights under a
contract. Examples of this type of effect include automated decisions about an individual that result
in:

» cancellation of a contract;

*  entitlement to or denial of a particular social benefit granted by law, such as child or

housing benefit;
*  refused admission to a country or denial of citizenship.

e ‘Similarly significantly affects him or her’
ERDRIT. b 2E 0 BEE SN2 BHRMTEEDS SIRED, M L1782 H .,
BWTHRESTZHB, UXEMHTEL L 2B O X D7 & 25FEOIERIHER] _%ﬁf/’i.“%’éu%_
D2 mMELET D, ERINRIT. FBRINCET D& 5E OERIHN SUIHERNIC B % 5 2

39



DHDTHHLME LN, ZDZA TOMROFEHFNIL, LTOMEE b b HE)
ftEanBBRELTEND,
e HFHIOX¥ BN
o EICLoTHZXOND FEHLPYUIEET YD K ) RFFE DS ERK D
FOE XA
o AEOELITHTRMEOSGE
o TEBROE KA FE

Even if a decision-making process does not have an effect on people’s legal rights it could still fall

within the scope of Article 22 if it produces an effect that is equivalent or similarly significant in its

impact.

BEREDT 0¥ AR & OEWHERIC G2 2R E R0 E LThH, ZhARELE N
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2%,

In other words, even where there is no change in their legal rights or obligations, the data subject could
still be impacted sufficiently to require the protections under this provision. The GDPR introduces the
word ‘similarly” (not present in Article 15 of Directive 95/46/EC) to the phrase ‘significantly affects’.
Therefore the threshold for significance must be similar to that of a decision producing a legal effect.
Recital 71 provides the following typical examples: ‘automatic refusal of an online credit application’
or ‘e-recruiting practices without any human intervention’.

SV T, ERRHER UIRBICEEN WA TE 2, T— X EERiE, B0
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For data processing to significantly affect someone the effects of the processing must be sufficiently
great or important to be worthy of attention. In other words, the decision must have the potential to:

» significantly affect the circumstances, behaviour or choices of the individuals concerned;
*  have a prolonged or permanent impact on the data subject; or

*  atits most extreme, lead to the exclusion or discrimination of individuals.
HENCEHRREEE 5257 — 2 OBBOOHE . £ OBV O RITERICET 212 E
FITRE S UFTHETRITNITR B0, SV T, £ OWRENLLUT O et 4 Ff
T2l T T 7 B 7w,
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Itis difficult to be precise about what would be considered sufficiently significant to meet the threshold,
although the following decisions could fall into this category:

» decisions that affect someone’s financial circumstances, such as their eligibility to credit;

»  decisions that affect someone’s access to health services;

» decisions that deny someone an employment opportunity or put them at a serious

disadvantage;

*  decisions that affect someone’s access to education, for example university admissions.
UTFOWREZEFELEOAT TV —IZHE L5 Db DD, AINEEL T 72O+ EZA
ThoHEBERDMEEMITIRD D DITH LV,
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This bring us also to the issue of online advertising, which increasingly relies on automated tools and
involves solely automated individual decision-making. As well as complying with the general
provisions of the GDPR, covered in Chapter Il1, the provisions of the proposed ePrivacy Regulation
may also be relevant. Furthermore, children require enhanced protection, as will be discussed below
in Chapter V.

T TA CDIREIR. ERRAIC, BEMbS Y — KL . o lX s HEES
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FEBIZONWTIE, BV ETEMT DLIIC, SEORENLETHD,

In many typical cases the decision to present targeted advertising based on profiling will not have a
similarly significant effect on individuals, for example an advertisement for a mainstream online
fashion outlet based on a simple demographic profile: “‘women in the Brussels region aged between
25 and 35 who are likely to be interested in fashion and certain clothing items’.

% QW2 r — A TlX, 70774V ZICHESL X =TT 4 VT IREOREIL,
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However it is possible that it may do, depending upon the particular characteristics of the case,
including:
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» the intrusiveness of the profiling process, including the tracking of individuals across
different websites, devices and services;
*  the expectations and wishes of the individuals concerned;
*  the way the advert is delivered; or
* using knowledge of the vulnerabilities of the data subjects targeted.
L, Tu7 7 A )V TS =TT 4 VT IREDOREIZ, LT E&D, 7F—AD
FER 72 PR IC Ko TR, ERARIRZ S O0b Ltz
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Processing that might have little impact on individuals generally may in fact have a significant effect
for certain groups of society, such as minority groups or vulnerable adults. For example, someone
known or likely to be in financial difficulties who is regularly targeted with adverts for high interest
loans may sign up for these offers and potentially incur further debt.

—RRITEANITIZ & A EEBEL 20BN T, ERRICIE, 2EE 7 L — 7 OMass 72 A D
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Automated decision-making that results in differential pricing based on personal data or personal
characteristics could also have a significant effect if, for example, prohibitively high prices effectively
bar someone from certain goods or services.
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Similarly significant effects could also be triggered by the actions of individuals other than the one to
which the automated decision relates. An illustration of this is given below.

UL OERZZNRIT, BEME SN IREIZBERT DA TIEZR WO A DT 6 b4
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Example

=4

Hypothetically, a credit card company might reduce a customer’s card limit, based not on that
customer’s own repayment history, but on non-traditional credit criteria, such as an analysis of other
customers living in the same area who shop at the same stores.

I, 71y hh— REttn, BEBEOXHBERETIERL, RUETYa vy e 7
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This could mean that someone is deprived of opportunities based on the actions of others
I DOFE DITENCIE SN THHED Y a vy B TN Ebn b L2 b
ZEWRL D D,

In a different context using these types of characteristics might have the advantage of extending
credit to those without a conventional credit history, who would otherwise have been denied.
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C. Exceptions from the prohibition

C. ZEIkiTH§ 5615+

Article 22(1) sets out a general prohibition on solely automated individual decision-making with legal
or similarly significant effects, as described above.

225 (D) 13, BRLEX I, BRIV OMRERF b XL HEb Sz
M8 DB EIRE O —fpy 72 5k 1 2 B D TV D,

This means that the controller should not undertake the processing described in Article 22(1) unless
one of the following Article 22(2) exceptions applies - where the decision is:

ZhUE. 225k () IZkamopo—onEmHa SR, FEENIFFR O EITo
TR bRV L 2B L TW5,

(a) necessary for the performance of or entering into a contract;
(@) EFIDBIT UK OFERE I METH D

(b) authorised by Union or Member State law to which the controller is subject and which also lays
down suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests;
or

(b) EUEUIMEEOEMNIEIC L > TR HNE, EHEIZ NI, £2200
T =X EIROHER] & AL OIES 22 FRS 2 RET 272D O 2B 2 ED TN D,
B
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(c) based on the data subject’s explicit consent.
(¢) 7—Z EROBIRIZ2FREICES<

Where the decision-making involves special categories of data defined in Article 9(1) the controller
must also ensure that they can meet the requirements of Article 22(4).

ERERENE IR (D) [TEDDFHRFEOT — 2D L 5E . BHEITH 22 &
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1. Performance of a contract

1. ZROBAT

Controllers may wish to use solely automated decision-making processes for contractual purposes
because they believe it is the most appropriate way to achieve the objective. Routine human
involvement can sometimes be impractical or impossible due to the sheer quantity of data being
processed.

FHE T, BFREEROZDORbE R GIELEEEZ T, ZHARMOTZO S -5 HEl
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The controller must be able to show that this type of processing is necessary, taking into account
whether a less privacy-intrusive method could be adopted. *If other effective and less intrusive means
to achieve the same goal exist, then it would not be ‘necessary’.

BWHEX, TIANRN—REODVRNVTIENEATEENE I NEEEL T, ZOMEDIEL
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Automated decision-making described in Article 22(1) may also be necessary for pre-contractual
processing.

F225 (D) IRy Amb Sz BERREIL, BRIRTOBRHBIT & LB S Lt

Example
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A business advertises an open position. As working for the business in question is popular, the
business receives tens of thousands of applications. Due to the exceptionally high volume of
applications, the business may find that it is not practically possible to identify fitting candidates
without first using fully automated means to sift out irrelevant applications. In this case, automated

35 Buttarelli, Giovanni. Assessing the necessity of measures that limit the fundamental right to the protection of

personal data. A Toolkit European Data Protection Supervisor, 11 April 2017,
https://edps.europa.eu/sites/edp/files/publication/17-04-11_necessity_toolkit_en_0.pdf Accessed 24 April 2017
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decision-making may be necessary in order to make a short list of possible candidates, with the
intention of entering into a contract with a data subject.
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Chapter Il (Section B) provides more information on contracts as a lawful basis for processing.
FNE (5 BH) X, BV OEMRILE L TOZRKICET D 1Em AT 5,

2. Authorised by Union or Member State law
2. EUESGIMBEEOEMIEICLVRBDLND

Automated decision-making including profiling could potentially take place under 22(2)(b) if Union
or Member State law authorised its use. The relevant law must also lay down suitable measures to
safeguard the data subject’s rights and freedoms and legitimate interests.
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Recital 71 says that this could include the use of automated decision-making defined in Article 22(1)
for monitoring and preventing fraud and tax-evasion, or to ensure the security and reliability of a
service provided by the controller.
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3. Explicit consent
3. BRHZRRE

Article 22 requires explicit consent. Processing that falls within the definition of Article 22(1) poses
significant data protection risks and a high level of individual control over personal data is therefore
deemed appropriate.
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‘Explicit consent’ is not defined in the GDPR. The WP29 guidelines on consent®®provide guidance on
how this should be interpreted.

(B RAY72[EE ] X GDPR ICB W TEFR SN TV RV, 265 29 SKMEEHESREICET
HARTA BT, TR EDLITHERENDREDDOHA X AL T 5,

Chapter Il (Section B) provides more information on consent generally.
FHE CGFBHD 1T, RIS, FEICETEHRERIL T s,

D. Special categories of personal data — Article 22(4)
D. ®eBliaBEOMAT —4 : H22% (4)

Automated decision-making (described in Article 22(1)) that involves special categories of personal
data is only allowed under the following cumulative conditions (Article 22(4)):

* there is an applicable Article 22(2) exemption; and

e point (a) or (g) of Article 9(2) applies.
Fepll 2 OBEANT — 2 1CBlb 5 (2254 (1) 2d~2) A#fbsnBRRET. U
TORBEHIRMED S & TORIESND,

o 225 (2) ICXkDWEABRSANEHSND, 2o

e 9% (2 » (@ XiE (g PEHIND

9(2) (a) - the explicit consent of the data subject; or
FO%k (2 (a) : T—FEEROPRMZRFE, X

9(2) (g) - processing necessary for reasons of substantial public interest, on the basis of Union or
Member State law which shall be proportionate to the aim pursued, respect the essence of the right
to data protection and provide for suitable and specific measures to safeguard the fundamental rights
and interests of the data subject.

F94k (2) (g  BRESNDAM LB THY . 7= REDHEFOARE ZEEH L,
7 — 2 EIRO FEARBIMER) K ORI 2 ki3 5 72 0 DB SR E DR & HE L7z EU
OIERSUTIMBE OERICEES <L FENZRAILORZR OB DB L S D Bln

In both of the above cases, the controller must put in place suitable measures to safeguard the data
subject’s rights and freedoms and legitimate interests.

FREOWMEITEBNT, AT, 77— 7 RO & A M OES2FE 2 R#ET 57
DY) 22 E 2 F i L 72 1T id e 720,

3 Article 29 Data Protection Working Party. Guidelines on Consent under Regulation 2016/679 WP259. 28 November
2017, http://ec.europa.eu/newsroom/just/document.cfm?doc_id=48849. Accessed 18 December 2017
55 29 SRAE¥ETR 2 THIHI 2016/679 12 351F D [AIFEICBT 244 K7 A > WP259, 2017 4+ 11 H 28 H
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E. Rights of the data subject®’
E. 7 —& EEOHEFR] T

1. Articles 13(2) (f) and 14(2) (g) - Right to be informed
1. B13% 2 () RUE 145K 2 (9 : BFREEZ SN DHEF]

Given the potential risks and interference that profiling caught by Article 22 poses to the rights of data
subjects, data controllers should be particularly mindful of their transparency obligations.

BREIEbAITO T A yﬁ“rji?“~§?3‘ﬂ2!§@$ﬁﬂ X LIER 72 ) A7 & JIF L
EICI D LR, T2 EHEITEREORBB IR E T RETH D,

Articles 13(2) (f) and 14(2) (g) require controllers to provide specific, easily accessible information
about automated decision-making, based solely on automated processing, including profiling, that
produces legal or similarly significant effects.®®

134 (2 () ROHE 145 (2) (9 d. FHEBE IS LT, EIZVEUIFERLO E K
R AL T e T4 ) T EED L SIXL BE LI NZEFHWICESS BEEE
FERREIZONT, BEOKBIZT 7B A TEX ABERAERMET A LIk T 5 B,

If the controller is making automated decisions as described in Article 22(1), they must:
» tell the data subject that they are engaging in this type of activity;

*  provide meaningful information about the logic involved; and

*  explain the significance and envisaged consequences of the processing.
FHENE 25 (D) CHESN TV AL SNEERREZITo TS bIE, HHE
FITLUT & 0 L7221 1ud7e 5720,

o BHHENZIOHEDITAINEEL TWDLI 2T —FERICHDLED

s BRI LIuY Y IITOVWTERDOD HIFHRARET D, 2o

o RV OEZENLABE I NI ZBT 5

Providing this information will also help controllers ensure they are meeting some of the required
safeguards referred to in Article 22(3) and Recital 71.

ZOEHROERMUEL. 52255 (3) KOWISE 71 HIZH R DN D0 DR D 5L 5 IRHEH
BAEHENGE L TWD Z & EHIET A DI b5,

37 GDPR Atticle 12 provides for the modalities applicable for the exercise of the data subject’s rights

GDPR % 12 &3, 7 —# EEROHEFNTHICEN SN2 B EED TV D,

38 Referred to in Article 22(1) and (4). The WP Guidelines on transparency cover the general information requirements
set out in Articles 13 and 14.

F225 (1) RO (4) ITHESIND, 529 FMEEHMZOEPNEICHT LT A FI A 1Tid, 1B EED
F 1A RIZED D R REREGDREENLTND
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If the automated decision-making and profiling does not meet the Article 22(1) definition it is
nevertheless good practice to provide the above information. In any event the controller must provide
sufficient information to the data subject to make the processing fair,®® and meet all the other
information requirements of Articles 13 and 14.

HEbSNEERIREE 707 74V 735225 (1) OEREMICSRNE LTH,
FRUEMA T 22 L1E Ty R T 7T 4 ATH D, WU &, FEE T, BV
ZNIEIAT O ¥ 7 =2 BRI e a 24t L, 5 13 (RO 14 RIC L 24
TOFRE A= S 2T TR 57220,

Meaningful information about the ‘logic involved’

BRI BTy 7| ITOVWTOEKD D HIEFR

The growth and complexity of machine-learning can make it challenging to understand how an
automated decision-making process or profiling works.

PR ORI EEMEMEIS, AL SN EBERET AT T a7 7 A VIR ED
E O ITHREET D DIC OV TORMRICHEZ 7269 0b Ltk

The controller should find simple ways to tell the data subject about the rationale behind, or the criteria
relied on in reaching the decision. The GDPR requires the controller to provide meaningful
information about the logic involved, not necessarily a complex explanation of the algorithms used or
disclosure of the full algorithm.*® The information provided should, however, be sufficiently
comprehensive for the data subject to understand the reasons for the decision.

EHEL, 7T ERTH LT, HRICH DML, SUTREIZE D BRI % FEHEIC >
WTRIAS 2 v IR iEE RNET & TH D, GDPR L, LT LbHEns 7L
=Y X LOEHERFIA LT VT Y ZLADRTOARTIEZRLS P, BRI Y v 7125
WTOERDOH H1EHRZ, BEHENMEMT 5L 52RO TS, L Liksn 5 FH
X, T2 BERBREDOHM A HET D DI R 2T U E T RETH D,

39 GDPR Recital 60 “The controller should provide the data subject with any further information necessary to ensure
fair and transparent processing taking into account the specific circumstances and context in which the personal data
are processed. Furthermore the data subject should be informed of the existence of profiling and the consequences of
such profiling.”

GDPR Hi3CHS 60 M, [MFEEIX, 7—Z BEICH L, ZOMEANT —F Bt BARR R ILL O D
BB\ e 2 B EIZ AT BT, AEPOERAMED B 2 B Z iR T 5 7o DI LB e WA BN L
RIFNE R B R, EBIC, TAEERIT. e T AV T DFERPED LS T a7 7 A U T )
LAETHRERIZONTHIFROEBUEZZ T LD L LARTNIER LR,

40 Complexity is no excuse for failing to provide information to the data subject. Recital 58 states that the principle of
transparency is “of particular relevance in situations where the proliferation of actors and the technological complexity
of practice makes it difficult for the data subject to know and understand whether, by whom and for what purpose
personal data relating to him are being collected, such as in the case of online advertising”.

BHTHDZLIE, T—FERIC) ELHFRIBIETE 2N LORELITAR LR, AU 58 HHIiL, &Y
PEDFRINS T4 T A Y ERINEDHEED L D12, BEEOHMKE T OB SI2 k- T,
HOOAT = NIESNDEONE I, fEICE > T, MOBHOTEOICES D D0 ET — 4 FK
DL, P22 L ERBICSNTLE>TWD XD R FiZksWTid, FrcBEEZ o5 0T
BD.) LIBRTND,
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Example

=41

A controller uses credit scoring to assess and reject an individual’s loan application. The score may
have been provided by a credit reference agency, or calculated directly based on information held by
the controller.

BHEIZ LYy - 2a72FH L Ex OBMHEZEM L ELHTT 5, TDAa
TIHMEHBEStIc L it S, UIEHEORAE T HERICEELESWTEE SN
HONE LIV,

Regardless of the source (and information on the source must be provided to the data subject under
Avrticle 14 (2) (f) where the personal data have not been obtained from the data subject), if the
controller is reliant upon this score it must be able to explain it and the rationale, to the data subject.

fH@MY — A (F2OBEANT =2 BT — % EEPOESE SN TORWIGAIZIX, ZOFEH
V= AZHESERITHE 145 (2 () ob Loy —# BRIk ST iude o
V) X BT, BEENEOR AT T 572 51X, FOEHEITZEDOZ & LEH
T =2 FERIZH L TRATE D Xl LTl b,

The controller explains that this process helps them make fair and responsible lending decisions. It
provides details of the main characteristics considered in reaching the decision, the source of this
information and the relevance. This may include, for example:

* the information provided by the data subject on the application form;

* information about previous account conduct, including any payment arrears; and

»  official public records information such as fraud record information and insolvency

records.

BHEIL, ZO7rEARBRREICEDLZNODOAIES EEEE RS I LI
2L EDBIT D, FFITREICEDBRIZEE LI EBERREICOWTOEM, £ OIFH Y
— A LA RAT S, 2R, BIRIE UTE2E0 5 2R TE 5,

s HEH 74— AICBWTT—Z ERIC L VR S fFil

s MEMAEELTIE TOOEBREICOWTOER

o RIEFLERE O ERLER D L O e A ARG H

The controller also includes information to advise the data subject that the credit scoring methods
used are regularly tested to ensure they remain fair, effective and unbiased.

BHFEIX. RSN LYy b s 23T U T OFENRNE TR TNSA T AR
STVWRWNWT L EHIRET - DICEHICRE SN TWS Z a2, T— % BRIE 2 51
HHED D,
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The controller provides contact details for the data subject to request that any declined decision is
reconsidered, in line with the provisions of Article 22(3).

EHEIL, £ 2% Q) OBEITK->T, T—FEEKR, HGOEMRELZHET L L
Z YR D 72 O %L®ﬁﬁ%%1f60

‘Significance’ and ‘envisaged consequences’

FERME] & TRESH DR

This term suggests that information must be provided about intended or future processing, and how
the automated decision-making might affect the data subject.* In order to make this information
meaningful and understandable, real, tangible examples of the type of possible effects should be given.

ZOXEF, BERSNEEERO UTBMO BRI OWT, £ ABb S BRRED
?~&£%KE@£9’%@?6&_owf%ﬁﬂﬁ1éﬂ@ﬁﬂﬁ&%@w:&%%w
LTWb 4 ZOERNERDH 5 IREA S THEN LD LT 572010, BENRNE
DL A TIZDONTDOEKBRBIDRINHXETH 5,

In a digital context, controllers might be able to use additional tools to help illustrate such effects.
TIOXND AT I A NTIE, FEEILE O LR 2RI 72 DIB MR 72 — v &
HTENTED,

Example

=4
An insurance company uses an automated decision making process to set motor insurance premiums
based on monitoring customers’ driving behaviour. To illustrate the significance and envisaged

41 Council of Europe. Draft Explanatory Report on the modernised version of CoE Convention 108, paragraph 75:
“Data subjects should be entitled to know the reasoning underlying the processing of their data, including the
consequences of such a reasoning, which led to any resulting conclusions, in particular in cases involving the use of
algorithms for automated-decision making including profiling. For instance in the case of credit scoring, they should
be entitled to know the logic underpinning the processing of their data and resulting in a ‘yes’ or ‘no’ decision, and
not simply information on the decision itself. Without an understanding of these elements there could be no effective
exercise of other essential safeguards such as the right to object and the right to complain to a competent authority.”
https://rm.coe.int/ COERMPublicCommonSearchServices/DisplayDCTMContent?documentld=09000016806b6ec2
Accessed 24 April 2017
RRINFERES TCoE (A7 — % @ HEIHY 72 AR B9 2 8 ADIRFED T2 b D 54K) DB L S—T 3
BT DMIIMEES 108) NT 7T 775 [ F=ZEEE, BHOT—FOWMY PO b LTl HHEE
(reasoning) %%ﬂé%ﬂ%ﬁ“y\% THY, ¥z, TervrA ) e HEMbINEERREICIT v
Y ZAOFMANREDLAGEIIE, KEERICELZOMHEORBE ST, BIZIX, 7L Yy b RaT
DFETIE, T — ¥ FWIE, 5%;33%0) LT D TURERTIERL, T2 BB E M=)
X3 F/ —] DFEMOEMEC R0y y 7 HMODMENER T XETHD, o DERDOIEMENRRTI
R B2 R D HER TR R ~ O R R LAZ COHMER] (right to object and the right to complain to a
competent authority) @ & 9 22O R AR 2 REHE OB RITHENTE 2N L2725, ]
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consequences of the processing it explains that dangerous driving may result in higher insurance
payments and provides an app comparing fictional drivers, including one with dangerous driving
habits such as fast acceleration and last-minute braking.

REREATIE %) OEEITEIZ T =4 U v 795 Z LTSN T A B BRI ORBRE
ERET LD, BEbSNTZREZ VD, ZOBERWOEKM L EE S
LD IFHG 2RI Te T, Z ORI ERRZERR S m O RBREHZ 22 2 Z L 2@ L, &N
HRET L—F D LD RfERLEREIE L ZORED RIAN—ZRELNT 7 )T
—va v ERMET S,

It uses graphics to give tips on how to improve these habits and consequently how to lower
insurance premiums.

FIfLIX 77 72 HWT, £ 9 LEEIREEA E0 XL ICd#ET 50, £ L TEOREERLE
D X IRBREL N ZE L 72 D DN HOW T DR R T,

Controllers can use similar visual techniques to explain how a past decision has been made.
EEHE T, BT 27 AHTE AN T, @EORENRED XS IATbNI 2l
HTENTED,

2. Article 15(1) (h) - Right of access
2. 15% (1) (h) : 7722

Article 15(1) (h) entitles data subjects to have the same information about solely automated decision-
making, including profiling, as required under Articles 13(2) (f) and 14(2) (g), namely:

* the existence of automated decision making, including profiling;

*  meaningful information about the logic involved; and

* the significance and envisaged consequences of such processing for the data subject.
155 (1) (h) 1F. T—FFERB T w774 ) 7250 b0 X0 BBk S - AR
EIZOWT, #1135 (2) () MUH 145 (2) (9 b L TROLNL LD LI[FE UIEH
ERFOMRIZED TS, T72bb5,

s TmTrA) T aEHIEI N EERE D

e BRTZRYYZIZOoVTOEROSHIEHR, KO

o T—HEKITE ST, ZFORBNOE KM LIRE SN D ifE

The controller should have already given the data subject this information in line with their Article 13
obligations.*?

BHEIL, FI3ROEBIH > CIOBRET —F FRICEEICG 2 TWAERETHD 2,

42 GDPR Article 12(3) clarifies the timescales for providing this information
GDPR #1245 (3) 1T, ZOEMARUET 270 DHIRZ B L TV D,
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Article 15(1)(h) says that the controller should provide the data subject with information about the
envisaged consequences of the processing, rather than an explanation of a particular decision. Recital
63 clarifies this by stating that every data subject should have the right of access to obtain
‘communication’ about automatic data processing, including the logic involved, and at least when
based on profiling, the consequences of such processing,

#1152 (1) (h) X, BEEDR [HFED] REOHM I e LABRND THESS
K] \IZOWTOE#RE T — 2 FRICRETRETH D Z L 2TV 5, A 63 1
X, EOTF—2FEERLBEKRT LI Yy 72 EOAELENTET —F ODEHRWIZONT, £
L(F»&(&éj7m774)y7 IZEEDSNTND & X I2iE, £ 95 LBV o) F
SOWT, NS 25572007 7B AMEZFFHONE TH D LR T, Tz

W5,

By exercising their Article 15 rights, the data subject can become aware of a decision made concerning
him or her, including one based on profiling.

A5 ROMEFZATHET H 2 LIZL > T T—FFEEKIE, 77740 ZIZESSRE
%ﬁ@ﬁ%m%bfﬁbﬂk&m%mﬁ?é:k#f%éo

The controller should provide the data subject with general information (notably, on factors taken into
account for the decision-making process, and on their respective ‘weight’ on an aggregate level) which
is also useful for him or her to challenge the decision.

BHFIL, WEIZHTHHRFBELR LN THDIZHLEN>—RIREHR (Frc, BRREY
v ADTEOICE BB INDHER, EFFLNLTOE (oA M) 2T —X EIRICEMT
REThD,

F. Establishing appropriate safeguards
F. B2 REFRBEOHEL

If the basis for processing is 22(2)(a) or 22(2)(c), Article 22(3) requires controllers to implement
suitable measures to safeguard data subjects’ rights freedoms and legitimate interests. Under Article
22(2)(b) the Member or Union State law that authorises the processing must also incorporate
appropriate safeguarding measures.

B OHEENT 2255 (2) (@) XIFFE 225 (2) (o) THLIHLA. H225 3) IIEFH
FlZxt LT, 77— EEROMHEM L O E H & IEYS 720 FIE 2 5F 5 72D Ot 7 i & Fhi 9 5

INTRDHTWD, H225 (2) (b) TiE, BV ERD D EUIEXTINRE OE PN ED
WY REEEEED D L IRk TND,

Such measures should include as a minimum a way for the data subject to obtain human intervention,
express their point of view, and contest the decision.

Z O LIREHEICIT. 7= ERP AR EZEE L, TOBREZEM L, RIEICHRHE
%iéﬁ%%9&<k%aiﬂéN%Théo
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Human intervention is a key element. Any review must be carried out by someone who has the
appropriate authority and capability to change the decision. The reviewer should undertake a thorough
assessment of all the relevant data, including any additional information provided by the data subject.

NN TEITEHERBEZTH D, CPARBELITCEZET T HmUIRMHREEEZ L o728
WX o TITOhbN 2T 5, FOFEEIL. 7 —% ERNERET 2 8NERZ2 &
ATCOEET LT —X Ozl L TIThN b X&ETH D,

Recital 71 highlights that in any case suitable safeguards should also include:
RIS TL IR, [ EPARGE TEH], WURGRERENGENINETHL Z L2l L
Tll \60

.. specific information to the data subject and the right ............ to obtain an explanation of the
decision reached after such assessment and to challenge the decision.

< T2 BRSO DRI O WAL+ - - T D XD REHEORICEDNE L2k
EWZHOWTHAZZ T DM, £ LT, ZOWREICK L TERFEZ IR~ L HEF]

The controller must provide a simple way for the data subject to exercise these rights.
EHE T, 7T EERRENOHERNZITHE S 272002 Itz L i hidis
57N,

This emphasises the need for transparency about the processing. The data subject will only be able to
challenge a decision or express their view if they fully understand how it has been made and on what
basis. Transparency requirements are discussed in Chapter IV (section E).

ZhUE, BERWICOWTERMERLETH L Z EEAEBH L TWD, F—& EEIL, IREN
EO X IATONENIESN TN DI N E IR TE D581, EICRES
B2 NXZ0EREERTES, BHEOEATFE IVE FBEH) TR LiFshTtwn
50

Errors or bias in collected or shared data or an error or bias in the automated decision-making process
can result in:

e incorrect classifications; and
*  assessments based on imprecise projections; that

e impact negatively on individuals.
BRSNS 7 — 4 OREL AL 7 A, AP S EBRET B 2 To
BT T A, BRE LT, UFEBELT/E LR,

.+ REMARNE, LT

o RIEfEZMEEIZEES < FHMm,

o EANIHTDRHT 4 T IR
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Controllers should carry out frequent assessments on the data sets they process to check for any bias,
and develop ways to address any prejudicial elements, including any over-reliance on correlations.
Systems that audit algorithms and regular reviews of the accuracy and relevance of automated
decision-making including profiling are other useful measures.

FHEX, "M T RAET 2y 7 THEDICEO 7T —% 8y b LIXUIEEHME L, FHEME
WX 2R ek i & B, AFIER R ERICKILT 2 HIEEHB T XETHL, 7T
ALERBRLTa 7 74V v 7 &ET BB S Ui B ERE O ERel: & BEE 2 E8nic
FETDVATLALAMREE L 125,

Controllers should introduce appropriate procedures and measures to prevent errors, inaccuracies*or
discrimination on the basis of special category data. These measures should be used on a cyclical basis;
not only at the design stage, but also continuously, as the profiling is applied to individuals. The
outcome of such testing should feed back into the system design.

WA, FRFEEOT — 2 %&b LIZRRE, NIEMMESUTENNE Z Bk 5 72 0 O ]
RPRE CHEAEATRETHD B, I NHOHEIL, HROICHHINERETH
Do TbbL, a7 AV IPMENIH L THEH IS & XTI, T BT
2, MERAIICRIA SN O RETH D, £ LIEREORKRIZIT AT LOTHA 27 4
— Ry 7 InNHRETH D,

Further examples of appropriate safeguards can be found in the Recommendations section
WO RERTEOFEIL, S 51T T OfiTRY ki 5,

V. Children and profiling
V. #FEbETFarrA4 )7

The GDPR creates additional obligations for data controllers when they are processing children’s
personal data.

GDPR %, BHEIZH L, FELOEAT =X EZHHK O & & 12iE, BINNREHELEZHRIT T
W3,

Article 22 itself makes no distinction as to whether the processing concerns adults or children.
However, recital 71 says that solely automated decision-making, including profiling, with legal or

43 GDPR Recital 71 says that:

“In order to ensure fair and transparent processing in respect of the data subject, taking into account the specific
circumstances and context in which the personal data are processed, the controller should use appropriate
mathematical or statistical procedures for the profiling, implement technical and organisational measures appropriate
to ensure, in particular, that factors which result in inaccuracies in personal data are corrected and the risk of errors is
minimised,

GDPR BiSCH 71 HEIE (7 — 4 ERICHT 2 A ELOBEBRIED & 2 B & T 57010, TOEAT
— & PWEH LD BARB IR R MR 2 BRI ANz BT, BEHEZIL, v 774U 7DD OHY)
PRECFHI SOIREET IR FIRZ I L. 23, R, AT —Z ICREMS 2 72 6T ERPMIES L, =
T—DY AT I = MbIND T EEBRT DO, EEZREN ER O EOFE A L 2T
BB LTV D,
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similarly significant effects should not apply to children**.Given that this wording is not reflected in
the Article itself, WP29 does not consider that this represents an absolute prohibition on this type of
processing in relation to children. However, in the light of this recital, WP29 recommends that, as a
rule, controllers should not rely upon the exceptions in Article 22(2) to justify it.

22 52000, BROWBR NIRRT 20 3UT 7 E BB T 20 &2 XBI LT
VY, L2 LRISCH 71 IR, SERDIR TP OER R E 26T v 77 A U T
ool BB SN ERRENFEBICITEA SN D RETRNEBRTND

MORTINE BRI SN TN I b 5 29 (BRI, T2 i
Bdo 5 Z DO BN A HOGHICEEIE L TV A DI TIEARVWEEZEZ TS, L LETLO
BRI D, 529 RAFEMMSIT, —KHIS, EHEDBRWZ ST 5720125 22 5

(2) DOFIFMAKIL T ~E TRV EEIET 5,

There may nevertheless be some circumstances in which it is necessary for controllers to carry out
solely automated decision-making, including profiling, with legal or similarly significant effects in
relation to children, for example to protect their welfare. If so, the processing may be carried out on
the basis of the exceptions in Article 22(2)(a), (b) or (c) as appropriate.

R LFEBICHE L TEMR UL OER DR e b bT T n 7y A4 U v T 2agt
bolXbHEbSNEBERREZ, fIAIE, FLELOBUETDH -0, BEENFEM S
DHMENH LKA HLHb LR, bLTO LT —ARH573061E, £ORH»

WORYra. 222 (2) @, (b). (0 DESLZARIE LT, FEhid DI ENTE
Do

In those cases there must be suitable safeguards in place, as required by Article 22(2)(b) and 22(3),
and they must therefore be appropriate for children.  The controller must ensure that these safeguards
are effective in protecting the rights, freedoms and legitimate interests of the children whose data they
are processing.

ZH LI —ATIHE, H25 2) (b) KUE 25 3) Ickvkbobndsbod LT,
WY AR ENGFE LR TN 6T, F2oR#EEEIX S bicx LTy o
TRTIEZR B, BEEIL, T2 E2Hbih s 86O & Bl EOEY 225 %
SELERIC, ENOOREHENENTH D Z L EHEE LT UER 570,

The need for particular protection for children is reflected in recital 38, which says:
T E BT DR RE DL EMEIT, LUTF D X 9 1TR <25 B S 38 THA KL T
%o

Children merit specific protection with regard to their personal data, as they may be less aware of
the risks, consequences and safeguards concerned and their rights in relation to the processing of
personal data. Such specific protection should, in particular, apply to the use of personal data of

4 Recital 71 - “such measure should not concern a child”
RISCE 71T T2 X 5 2 E T, FELEBMRTH2 LD TH- TTR b0
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children for the purposes of marketing or creating personality or user profiles and the collection of
personal data with regard to children when using services offered directly to a child.

TEBIE, EAT—XOBRNEBET 2 U 27 | ERLKOBRT 5 RERE, IO

2. BODOHEFNZOWTHSICEETE b LR WnWed, TOEAT —2 2B L
TR DIREE L EZT D, KRS, =207 7 DA, EDFEGICHT S V—2F
715 L SAIAN 72 Z 7 4 e DIEED AR TOFHENZ D0 TDN 7 —Z DR,

ROFEDIZH L THBZEIZHR SIS P —EXEFIH T BEEDFE S DA 7 — 5 DY
AR LT, 2D LD R ORGEN T SALRTIUTR B 70,

Article 22 does not prevent controllers from making solely automated decisions about children, if the
decision will not have a legal or similarly significant effect on the child. However, solely automated
decision making which influences a child’s choices and behaviour could potentially have a legal or
similarly significant effect on them, depending upon the nature of the choices and behaviours in
guestion.

522 R/iF, RIEDF EBICE L TERR UL OERLRDRE A Snga, BB
ENFEBIZONTTI b2l X6 ABb SN BRREZ T TIW e, LrLTED
DFR AT EE G20 b X0 AEML SN BRRE L, BRI 5B EATEOM
HIZE D600, FE 616 U THERZIERSUTFBOERZRZRZ b O0b LI,

Because children represent a more vulnerable group of society, organisations should, in general, refrain
from profiling them for marketing purposes.*® Children can be particularly susceptible in the online
environment and more easily influenced by behavioural advertising. For example, in online gaming,
profiling can be used to target players that the algorithm considers are more likely to spend money on
the game as well as providing more personalised adverts. The age and maturity of the child may
affect their ability to understand the motivation behind this type of marketing or the consequences.*®

T EBIFHRTRBN TR RN =T 2R L TNDHD, BET RN~ —TT 1~
JRMDT=ODT 0T 7 A4 ) T EEZDHRETHL P, FLELITRIC, T4 VBREE
CITENY =TT 4 VT IRE DB R ZTRT VG LV, BIZIE T4y - F—
SUTTIE, TAFY RART—MIBEENTEIRT LAY —a R L, RN—YF
TA A LTREREDT-DIZT a7 74V o T HFIATHZ LR TE D, FELOFH &

4 The wp29 Opinion 02/2013 on apps on smart devices (WP202), adopted on 27 February 2013, under the specific
section 3.10 on Children, specifies at page 26 that “data controllers should not process children’s data for behavioural
advertising purposes, neither directly nor indirectly, since this will be outside of the scope of the child’s understanding
and therefore exceed the boundaries of lawful processing”.

29 RAEEME [A~— TR AT 7V r— 2 VT 5ER 02/2013) (WP202), 2013 4F 2 A 27
AER, FEBICHT 2 REDHE 3.10 i, 26 HICKWT, 77— EHEEZIL, £ HOBMOHMIASNTH
VEER BV ORE A B X 570, BEEMICHEENICY, (TBY —7 7 4V IRERNTHEbLOT
— 2 WO ) NETIERY] LT D,

46 An EU study on the impact of marketing through social media, online games and mobile applications on children’s
behaviour found that marketing practices have clear impacts on children’s behaviour. This study was based on children
aged between 6 and 12 years.

FELDITINCEZD =V YN AT 4T A TA =, TERANATTVICLD~Y—TT 4 TD
WENZOWT BU WMToifliE T, ~— 77 4 71780+ E L OITENCHIEREE L 52 T0H T &R
BHSMDIT oz, ZOFREIL. 650D 125 FE TOFEHITESNTND,
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RBEIX, TOMDO~—rT 4 0 7 XTImO ERIZH 20 2 BT 2N EE 5
ZTVDHh Ltz %,

Article 40(2) (g) explicitly refers to the preparation of codes of conduct incorporating safeguards for
children; it may also be possible to develop existing codes.*’

FA0k (2) (g 1. FEBICHT HREREZKVIAATITENREO HEIC OV T
WCEKR LTS, LER> TEFOITEIEZRESELZ LT LinZn 4,

V1. Data protection impact assessments (DP1A) and Data Protection Officer (DPO)
VI. T2 {REREFTM (DPIA) LT —X{%#&4 7 ¥ — (DPO)

Accountability is an important area and an explicit requirement under the GDPR. 8
THYUAE DT 41X, GDPRICEBWTCEEREY TH Y R ETH D %,

As a key accountability tool, a DPIA enables the controller to assess the risks involved in automated
decision-making, including profiling. It is a way of showing that suitable measures have been put in
place to address those risks and demonstrate compliance with the GDPR.

BERT A2V T 4OV —LE LT, DPIAIZ, 7r774 ) 7250 HELE
NIEEREICEADL Y A7 2 EHRERHETEL LT HHDOTH D, LAUTEIZR
KRV 27 KD T2 OITEANZ T2 E S D>, £72 GDPR A 85F L TN H 02 E D D&k
T 5 HIETH D,

Article 35(3) (a) highlights the need for the controller to carry out a DPIA in the case of:
F3% (3) (@) 1%, ATFZEITH 7/ —ARIZEBWT, DPIA ZEELE N FEh L2 T uide o
RN EEH LTV D,

a systematic and extensive evaluation of personal aspects relating to natural persons which is based
on automated processing, including profiling, and on which decisions are based that produce legal
effects concerning the natural person or similarly significantly affect the natural person;

47 one example of a code of conduct dealing with marketing to children is that produced by FEDMA Code of conduct,
explanatory memorandum, available at: http://www.oecd.org/sti/ieconomy/2091875.pdf Accessed 15 May 2017. See,
in particular: “6.2 Marketers targeting children, or for whom children are likely to constitute a section of their audience,
should not exploit children’s credulity, loyalty, vulnerability or lack of experience.;

6.8.5 Marketers should not make a child’s access to a website contingent on the collection of detailed personal
information. In, particular, special incentives such as prize offers and games should not be used to entice

children to divulge detailed personal information.”

FEBTHTo~—0T 4 7Y BT TATENRE O —HliE, FEDMA O1TE8BLE B A €) TH D,
B2, 16.2. TELERRETD—FT 407, XFTELRHEEO T 0L L nw~e—FT 4 7
DOFERMEIZ, FEBDOELRT I, NES, MEH S IIRBROREEFHT & TIERV, 685 v—77
o4 v T EMFEIX, FEMR AT RESRMEE LU 2T A T E b ET 7 BEASE LRI TIERY, K
2, FEBLEZZON L THEMRBEABRZITEHT 2 LI T 2720 BT — L0 K5 IekehloA
TUT 4 TEANBRE TIERN,

2 As required by the GDPR Atrticle 5(2)

GDPR#i5% (2) ICkhkHHNTWD
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TuT A YTk T Zok BN BRWIC TED0 2] FTaRANCEL
THERZIRZ 26 L, SUTHRNCEBOERREE L M TIREITESWIZARA
(P DB NN &2 [ AARE9 0D IAFEPH 707 )

Article 35(3)(a) refers to evaluations including profiling and decisions that are ‘based’ on automated
processing, rather than “‘solely’ automated processing. We take this to mean that Article 35(3) (a) will
apply in the case of decision-making including profiling with legal or similarly significant effects that
is not wholly automated, as well as solely automated decision-making defined in Article 22(1).

#5354 3) (a) 1%, HEME TOH) ICESSBEHWED b, T LAHE LS Bk
2 TES<) r7 A4 ) T ROBERREEZZLIHMIICE R L TWD, 529 SIEEH
23, BT LLTRTHEIE SN TTW AR WA ERZE UTEBORE KRR BE2 ST
n7rA V7 eEiteBBREDLE, KUHE 2% (1) ZEDL b2 Xb HEkS L
BEREOHAIZ, H354% 3) (@ BDEHINDZL2BHRT L LHML T D,

If the controller envisages a ‘model” where it takes solely automated decisions having a high impact
on individuals based on profiles made about them and it cannot rely on the individual’s consent, on a
contract with the individual or on a law authorising this, the controller should not proceed.

FHEPENZOWTER SIS [ 7727774 \ZESHTRANC TAE2E8) 5
25 BEL (D& IZHSWTZREEZITO OO, [AADREE, AL O ITENE
ROLEFIEKINT 22 T TE20) BED TET V] ZHELTWDLIRLIEX, £0D
EHE D 5 & TR,

The controller can still envisage a ‘model’ of decision-making based on profiling, by significantly
increasing the level of human intervention so that the model is no longer a fully automated decision
making process, although the processing could still present risks to individuals’ fundamental rights
and freedoms. If so the controller must ensure that they can address these risks and meet the
requirements described in Chapter 111 of these Guidelines.

B DA BEANOEARP MR EABIC) 27 272067 50nb L ELThH, £
DETFIVI [ EZRIZHBIE S BERE 7 77 X TR0 E 5 | 1T 57120 ANHMED
LV ERELBIEETFDHZET, 70774 ) U ZIZESSERRED £V %72
BRETHIENTE D, BHENEBIZZNIEFTHRLIE, TOEHEEFIX, £5L
TV ATIZHIA DN TE, ETRTA RT7A4F N BETHR_-E AT D 2 & 2
R LT B2,

A DPIA can also be a useful way for the controller to identify what measures they will introduce to
address the data protection risks involved with the processing. Such measures*could include:

* informing the data subject about the existence of and the logic involved in the automated

decision-making process;

4 Mirroring the requirements in Article 13(2)(f), Article 14(2)(g) and Article 22(3)
F13%& (2) (D, H14%k (2) (9. KUH 2% (3) Oz Kk,
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»  explaining the significance and envisaged consequences of the processing for the data
subject;

e providing the data subject with the means to oppose the decision; and

» allowing the data subject to express their point of view
F72DPIA L, BHRWICBID 27 — 2 RGED U A 7 Z kT % OITE A RN & A iiiEx
BATIUZ RO EMERT D DITELOFENS LRV, £ 9 LIHE 23 U T %
BOLIENTEDLEA D,

o HEMLSINEEBEEREZT vt 2ADFERPZNICEDL R Y v 7 IZONWTT —4
THICFHEdT o 2 &
o T ERITKH L THHRWOEEN LIE SN DR 2T 5 2 &
BERREICRAT 2 FEE T — 7 ERICRET 52 &
o TAHERBZOBROEKMAETEDLIICTHIL

Other profiling activities may warrant a DPIA, depending upon the specifics of the case. Controllers
may wish to consult the WP29 guidelines on DPIAs® for further information and to help determine
the need to carry out a DPIA.

FTOMDT T 7 AV TITANL, B — ADEERIEICHAL L T, DPIA R4+ it &
VY, EERE L, BINOERO T DI 29 RIVEEH S D DPIAIZBET 204 KT 4 v 0 &3
~ DPIA it O VBN 2 HWF 5 DN K2 A 9,

An additional accountability requirement is the designation of a DPO, where the profiling and/or the
automated decision-making is a core activity of the controller and requires regular and systematic
monitoring of data subjects on a large scale (Article 37(1)(b).>!

BMOT Y28 T 4 DEFIE, a7 7 A ) 7 ROIEAEME S B RIRE D
EHEOTLMREFEH THY . T—F EROHAIM TERRMR T =2 Y v 7% KEFIC
gL LCWbH4. DPO (Data Protection Officer : & — X (%4~ 4 —) ZELTHZ L
Thsd (FHE3T% (1) (b)) %

0 Article 29 Data Protection Working Party. Guidelines on Data Protection Impact Assessment (DPIA) and
determining whether processing is “likely to result in a high risk” for the purposes of Regulation 2016/679. 4 April
2017. http://ec.europa.eu/newsroom/document.cfm?doc_id=44137 Accessed 24 April 2017.

29 KRR 17— 2R EATHE (DPIA) & TR 2% 2016/679 BLANDEM L. TEWwWI A7 26756
FTZENTREND] DEPOHENETL2HA RT A, 201774 A 4 H, BRMNEES,

L Article 29 Data Protection Working Party. Guidelines on Data Protection Officer (DPOs). 5 April 2017;
http://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612048 Accessed 22 January 2018

529 KRS [T — 247 ¥ — (DPO) IZBHT 54 A KT A ), 201744 H5 H
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ANNEX 1 - Good practice recommendations

8% 1 B LWVBITOENE

The following good practice recommendations will assist data controllers in meeting the requirements
of the GDPR provisions on profiling and automated decision making.>?

UToOLE LWEITOEEIZ, Yn7r7A4 ) 7 EOBELSN B EREICET S
GDPR O Eff% 7 — X WELE Wl I= THAE OB L 725 %2,

Article Issue Recommendation
E3'8 IR s
5(1)(a), Right to have | Controllers should consult the WP29 Guidelines on transparency
121314 in . WP260 for general transparency requirements.
A3.14 | information | gegm iy OB D B S TH 20 SfEEHS
Sifis e =
BER | WRESOM | o mmibt o 241 KT 12 (WP260) &BIT<% T
(1) @. |F »
9512 &,
£ 18 2%, In addition to the general requirements, when the controller is
14 5 processing data as defined in Article 22, they must provide

meaningful information about the logic involved.

— RN ZRELRTIN A, EEEDNE 2 RICED DT —F L
DO GG, BEHETBRT 20V y Z7IZOWTOEKRDH
DR AR LR i 520,

Instead of providing a complex mathematical explanation about how
algorithms or machine-learning work, the controller should consider
using clear and comprehensive ways to deliver the information to the
data subject, for example:

*  the categories of data that have been or will be used in

»  the profiling or decision-making process;

* why these categories are considered pertinent

*  how any profile used in the automated decision-making
process is built, including any statistics used in the
analysis;

*  why this profile is relevant to the automated decision-

making process; and

52" Controllers also need to ensure they have robust procedures in place to ensure that they can meet their obligations
under Articles 15 — 22 in the timescales provided for by the GDPR.

TS EBHEIL, GDPRIZED DA Va— /L TH 16 K~F 2 50ORGEEMWT-TI N TE D L&k
T DTOOZELEFREAE SO L I ITHER LT ZR S0,
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*  how it is used for a decision concerning the data subject.
TV A Y R DT T Y & D KO ITHERET D O M
B O Ob Y IC, FEE LT — & FRICK LI
WA R 2 B TN R FEORIM 2 BT <& Th
Do BIAIE,

s TuTrA VI XIFERRETnEATINET

AW XS HAN T =20 H 7T Y —
s ENLATAY—PHEELTNDLEEZX HNDHH
o OfrTEM S LHEFEEED, BEfbsh B~
RETmEATHAEND T 77 7 A VO
s XTOTuTrANNHBEShIEERRET ok X
IZE S THETHLZ EOHH
o ENNRT—HERICHEAT HREICHEN S D FiE

Such information will generally be more relevant to the data subject
and contribute to the transparency of the processing.

O LEEERIT— A, T—2 BFRic—BEE L, B
OFEAMICE @R 5,

Controllers may wish to consider visualisation and interactive
techniques to aid algorithmic transparency®3.

FBEEIITNANITY XALOFEHEE T A 2T ke A
BT T 4 TP OZEBE LB LN TE D 5,

6(1)(a) Consentasa | If controllers are relying upon consent as a basis for processing they
" ) should consult the WP29 Guidelines on consent WP259.
EAGES basis for et N it
_ EEENIR VORI L L THREIKILT 28546, €O
(U@ processing | 1545 99 4RI RORIHICIT 57 A KT A4+
BBNOBIL | (\vposg) & BHEH <% T 5,
ELCORE
15 Right of access | Controllers may want to consider implementing a mechanism for
—— 7 A data subjects to check their profile, including details of the
o Lo 2R

information and sources used to develop it.

53 Information Commissioner’s Office — Big data, artificial intelligence, machine learning and data protection version
2.0,03/2017. Page 87, paragraph 194, March 2017. https://ico.org.uk/media/for-organisations/documents/2013559/big-
data-ai-ml-and-data-protection.pdf Accessed 24 April 2017

BHRaIvyatr—F74 A Ty rs—4% ANLHEE. BRAEEOT—2{%#] N—2 320, 2017

F3H, 87 H,

INT 7T 7 194
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BHEIT. EROTZDICHWTIEROZEME V— 2250,
T—HEERKPEDOT T 7 AN ET 2 7T DHZDDAD
= XA LDE &2 Lo LR,

16
16 4

Right to
rectification

FTIEDHER]

Controllers providing data subjects with access to their profile in
connection with their Article 15 rights should allow them the
opportunity to update or amend any inaccuracies in the data or
profile.

B 15 SLOMEFNCEE LT, T ERICKH LA T v~
FTANSNDT I AT AEHEE L., T2 NI T a7
7ANEFEFT D IR EMEZEET D252 5 &
<D,

This can also help them meet their Article 5(1) (d) obligations.
ZhIE, HES5SK (1) (d) OEBEZWLZTOICHRLTSZ
EINTE D,

Controllers could consider introducing online preference
management tools such as a privacy dashboard. This gives data
subjects the option of managing what is happening to their
information across a number of different services — allowing them to
alter settings, update their personal details, and review or edit their
profile to correct any inaccuracies.

BHEX, 774N —FyvaR—ROLI 72t 74
YOBKIZADERY —VOBEAEBETHZ LN TE D,
ZIUTT —F ERIZHF LT, fka R —E A 2B L TAZD
HHRICOVWTEE TS Z L2EHTLIRNEL 550D
Thidr—T—HERPRELLEEL, AT —FXONELEE
BT 2 XIIREMRE ZARFTET L2DICASO TR T 7
ANE REE D ImETEDLLI1TT D,

21(1) and
)
9521 4%
1 kW
(2)

Right to object
Wk a ik~
il

The right to object in Article 21(1) and (2) has to be explicitly
brought to the attention of the data subject and presented clearly
and separately from other information (Article 21(4)).

B2l (D) KO (2) OEFEABRRDHEFNT, FARIC
T =X FEROEEZFIK L HIC& . o, oORFHRE T
BRI 0 CEAR SR T U2 6720 (8215 (4))

Controllers need to ensure that this right is prominently displayed
on their website or in any relevant documentation and not hidden
away within any other terms and conditions.
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BHEIL, ZOMRNZFDO T = 7 A b IR S E
ICBWTHMYSIETERREIN, oSLtoficBnisn Xk
INZT D EERRRTHVEND D,

22 and
Recital 71
5522 2%,
AITSCES 71
H

Appropriate
safeguards
SEAIPAN I iy
B

The following list, though not exhaustive, provides some good
practice suggestions for controllers to consider when making
solely automated decisions, including profiling(defined in Article
22(1)):

WDV A NI, RO TIE VN, TerrA ) T hkE
Teb oI X6 HEME SR EERITOBRIC, BHENEET
NRELFE LWVEITOREZRLTWD (225 (1)),

*  regular quality assurance checks of their systems to
make sure that individuals are being treated fairly and
not discriminated against, whether on the basis of
special categories of personal data or otherwise;

o FRRZRHHOMAT —Z R L TWDINE D
DT BT EADRIEIZHRDOILER] S 7R
W2 EEMIRT DT, VAT AIZONTOEM
H 72 S ERER T = v 7

» algorithmic auditing — testing the algorithms used and
developed by machine learning systems to prove that
they are actually performing as intended, and not
producing discriminatory, erroneous or unjustified
results;

o TNIAVRXLDOHEM : TNAITY XANEX LT L
INTEBITEME L, 2RI, RV Db DI RY
IRERE BT D L TR EAGE T 5720,
Bt r i o 27 DM X DRI S E72BF S v
TNAY ZANERET D L
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for independent ‘third party’ auditing (where decision-
making based on profiling has a high impact on
individuals), provide the auditor with all necessary
information about how the algorithm or machine
learning system works;

ML U7 5= ICKEHROE (77 A
U o TS BERENMENCKRE B e b5
RDWE) . T Y XL ST T AT A
W ED X IITEET H 0OV TRERFRO S
TzEHA Rt To 2 L

obtaining contractual assurances for third party
algorithms that auditing and testing has been carried
out and the algorithm is compliant with agreed
standards;

HEEHOT T Y XRTHOWTER & B D I
SN TNTY XZLPEE SRS LT
WL Z L ERKTHRRERD Z L

specific measures for data minimisation to incorporate
clear retention periods for profiles and for any personal
data used when creating or applying the profiles;

7'a 7 7 A NVOERITEA OB S D 7
77y AN EENT— % OWfER IR A BT
T — & e/ IMED T D DRy R HE

using anonymisation or pseudonymisation techniques
in the context of profiling;

TaT AV T DA T A MIBWCEAL
X b DB 2RI 45 Z &

64




ways to allow the data subject to express his or her
point of view and contest the decision; and,

T ERICL D ERORH L REICKT D B
O LN THAMGEICT B 51k, £ LT

a mechanism for human intervention in defined cases,
for example providing a link to an appeals process at
the point the automated decision is delivered to the
data subject, with agreed timescales for the review
and a named contact point for any queries.

Wb biTer — R8T 5 NBISTHAED A J1 =X
Lo Bz, BEMLSNTCRENT — & ERITHR
HRINDHERT, LE2—D7edbDEGE S
K ORIWEDE DT DT ST g & 3k
BRI T T o A~DY 7 2R T 52
&

Controllers can also explore options such as:
EHEITUTOL) @Rk ARFT228 %
/(; % ZD o

certification mechanisms for processing operations;

BRI B D REH A 0 = X

codes of conduct for auditing processes involving
machine learning;

PR B 5 Bl & R 2 720 DA TE)
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» ethical review boards to assess the potential harms and
benefits to society of particular applications for
profiling.

s TmIFAVITDIDOREET TV r—va v
DERITH LT H 2 DIBER 728k E & 34 2 3
T 572 O BRI E B =

ANNEX 2 — Key GDPR provisions
Ao 2 : BB %5 GDPR OHLE

Key GDPR provisions that reference general profiling and automated decision-making
— iR Te 7 74V I ROBEML S h 2B RREICE D 5 GDPR OEELHLE

Article
E-3'a

Recital

RT3

Comments
I AV b

3(2)(b)
535

2) (b)

24
24 IH

The monitoring of data subjects’ behaviour as far as their behaviour
takes place within the Union.

T — 2 EROITH DRI ESHN TITON DR | 7 —& EK
DITEIDOE=%21) o F

Recital 24

“....tracked on the internet ...... use of personal data processing
techniques which consist of profiling a natural person, particularly

in order to take decisions concerning her or him or for analysing or
predicting her or his personal preferences, behaviours or attitudes”.

AISCE 24 78

F(BHRAT 20T — % EEROITEHOBER L EZEZ b D 208
WS 572 DI2iE) BRANA »Z—F v N ETIBH
SNTWDNE I D, FFIC, T — 2 ERIZBEET 2 Az 7
S8, XL, T —H EEROME NG L, 178 & OME A &
SHT XTI TRT H7-DITBER SN TS (P EER LT
725720, |

4(4)
WIS

(4)

30
%5 30 1A

Article 4(4) definition of profiling

HAak (4 TuTr AV T DER

Recital 30

“online identifiers ...., such as Internet Protocol addresses, cookie
identifiers or other identifiers such as radio frequency identification
tags... may leave traces which, in particular when combined with
unique identifiers and other information received by the servers,
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may be used to create profiles of the natural persons and identify
them.”

BISCES 30 I -

T(ARANIZ) A1 F—Fy  Tar bhary? RLAR 7 oF
— BT XX, EERRERR 2 7D XD 72 OMORRIT- & v
ST L7 (HEBRANDT A A 7TV r—a 0,
V= KO m hal Lo TiREEEND) F T A R
T (EREEATIT BID D) KRS, — BRIV —
N=RZ TR MOER EMAGDIN L XX, AAA
D17 7 A FE L FTEEN D F R T D7 I T
S5 EDTEZEMEZIKLIZLTEBI b L,

Recital 72:

5and 6 72
R “Profiling is subject to the rules of this Regulation governing the
45 RKOY| T2 processing of personal data, such as the legal grounds for processing
w6 4 (Article 6) or data protection principles (Article 5).”
ATSCES 72 18
(Fa7 74070, BOCOERIL (865 XX
T— A REDOEARFH] (B55%) OXH7ke, MAT—FD
Bl 2 Bl 2 A RAIOBIE IR T 5, |
8 38 Use of children’s personal data for profiling.
8 % % 38 1 Tu7rA )T OIbOF L OMAT— 2 FIH
B Recital 38:
“Children merit specific protection ..... in particular,...to the use of
personal data of children for the purposes of....creating personality
or user profiles.”
RISCES 38 1H -
[FE T, « « cHFZ . » « X—=VF T ELIIFEA
T 7y A NVOIERL -+« DR TOFEHI DN TOEAT
—Z OERICK LT, 20 XKD BRI OPRED ] S 72
L7 B2 )
13 and 60 Right to be informed.
1 ] Recital 60:
13 RN “Furthermore, the data subject shall be informed of the existence of
O 14 4 profiling and the consequences of such profiling.”
RISCE 60 I :
EH2, 7—FFEEL, Tvn774 Y0 TOFERPED
LT T 7 A T NBETLHHERITONVTHIFRORE
a2 ZF b0 L LT b0,
15 63 Right of access.
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Recital 63:

“right to know and obtain communication.....with regard to the
purposes for which the personal data are processed,.....and, at least
when based on profiling, the consequences of such profiling”.

A3 63 78 :

[0 2 HEFI B ONEAE & 52 T D4R« » » ZOEANT — 2 3R
Wb BMICEALT: « - IR TaTrA Y 0T
ZHESLGE, ZOX D REHFVORRE LTRELI ZF

HE|

21(1)(2) and
©)
%521 %
(0.
2. 3

70
70 I8

Right to object to profiling.
a7 AV TG A IR D HEF
Recital 70

“...the right to object to such processing, including profiling to the
extent that it is related to such direct marketing.”

RISCE 70 I8

(ZOXA VI h~—0T 47 BT HHENICH L
a7y AV 7 EED, (FT—¥ERKL) T LD BB
(CHEBARARDLDHER] (BATHHOL LTI b2
V),

23
w523 4%

73
731

Recital 73:

“Restrictions concerning specific principles and concerning
....... the right to object and decisions based on profiling .......may
be imposed by Union or Member State law as far as necessary and
proportionate in a democratic society...” to safeguard specific
objectives of general public interest.

BISCEE 73 1 ¢

MEEOFANCET AR - « « Tu7 74V o 7H-5<
WRENZSCRET DHERIOMIRIL « -« « — A7 ALOFRE O FE
EW e AR RET 2720« « « REARIBWTLETH
D EEBINTH DR . EUEIIIMBEOENEICL -
T ENTED,

35(3)(a)
535 4%
(3) (a)

91
59118

A DPIA is required in the case of “a systematic and extensive
evaluation of personal aspects relating to natural persons which is
based on automated processing, including profiling, and on which
decisions are based that produce legal effects concerning the natural
person or similarly significantly affect the natural person;” Covers
decision-making including profiling that is not solely automated.

DPIA L, (a7 74 U7 %E&D, HEWREBER K

SLHLDOTHY, o, ZIUTES A BELRACELT
BRI AR E S, T, BN L CREOEKRZRE
Hh RAET . BARNICEET D AR O R 1 5> JL FEHH
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R 2T O m Ak bns, bolEbHEMEEINT
WRWTuZrA VU T EEOREBRELHRE TS,

Key GDPR provisions that reference automated decision-making as defined in Article 22

BRERIEDDHEBLINAEZEREREIZED S GDPR D EELRHE

Article Recital Comments
ES'S RIT3C aRxvk
13(2)(f) and | 61 Right to be informed about:
14(2)() %5 61 1  the existence of automated decision-making under
13 4 A22(1) and (4);
2 ). «  meaningful information about the logic involved;
%514 2% * significance and envisaged consequences of such
@ (@ processing.
LUF o1 2 f2 4k < 2 4R
o 2% (1) AW () 12Xy ABMbE o ERR
EDAFIE
s FERTLIETYIIZONTOERD D S EHR
o X5 LB OB M & AE SN D IR
15(h) Specific access rights to information about the existence of solely
A s automated decision-making, including profiling.
B ISR FuT AV 27 EET Yo b ABL SN EEREDTE
(h)

TEIZ DN T DIER~DERI 22T 7 & A DHEF
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22(1)

e

(1)

71
L&

711

Prohibition on decision-making based solely on automated
processing, including profiling, which produces legal/similarly
significant effects.

ERVNR U OBERLDIR S T26T T 774 ) v 7%
Aot ol X5 HEML S BRI E DR

In addition to the explanation provided in the main body of the
guidelines, the following points expand on the rationale for reading
Article 22 as a prohibition:

HA KT A OIS TR S AT Z, BLTF DA
13,5 22 SR DR RIA R RIS, Rk & U CHEET 5,

e Although Chapter Il is about the rights of the data
subject, the provisions in Articles 12 - 22 are not
exclusively concerned with the active exercise of rights.
Some of the rights are passive; they do not all relate to
situations where the data subject takes an action i.e.
makes a request or a complaint or a demand of some
sort. Articles 15-18 and Articles 20-21 are about the data
subject actively exercising their rights, but Articles 13
&14 concern duties which the data controller has to
fulfil, without any active involvement from the data
subject. So the inclusion of Article 22 in that chapter
does not in itself mean that it is a right to object;

o BN EET =X EROHEFIZOWTERTND
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REENHIC Z DMER AT T 5 Z L ICBR L TV D
N, B IBEKLOE 14 RITT — 2 EHENT — X

70



FIROREE /2B 572 LICEIT L2 E e b e
WEBICERL TS, LER-TE22552TD
BEIZEDTWD Z L BIRN, 5 22 ROMEMN R
EIRRDMEFTHDHZ L HERT 5D TIiEA
W,

Article 12(2) talks about the exercise of ‘data subject
rights under Articles 15 to 22; but this does not mean that
Article 22(1) itself has to be interpreted as a right. There
is an active right in A22, but it is part of the safeguards
which have to be applied in those cases where automated
decision making is allowed (Articles 22(2) (a-c)) - the
right to obtain human intervention, express his or her
point of view and to contest the decision. It only applies
in those cases, because carrying out the processing
described in Article 22(1) on other bases is prohibited;
FA25k (2) 1 BISRKNLH 2 RITHESST
— X EIROMEFNATEEZ R X T\ 5, LarLZh
T, #2225 (1) BT THR & LTIRIR S
NIRRT O 2N EZERL TV, 5 22
FRITITREEM MRS G EN D50, ERITAEIL
SNTEBRENTFRE SN LG (225 (2)
(@ 256 (o) A LT iudie bV RER
By — NHISTTE, 7 — & EEROBE R OKY,
REICKTT 2 RFEH LY T—Th D, MoRHLic
FEONWTHE 225 (1) (S H& F i+ %
TLFEIEIN TV DI, FREERALD S
—RZBWTOREAIN S,

Article 22 is found in a section of the GDPR called

“Right to object and automated individual decision-
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making”, implying that Article 22 is not a right to object
like Article 21. This is further emphasised by the lack in
Article 22 of an equivalently explicit information duty as
that found in Article 21(4);
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If Article 22 were to be interpreted as a right to object,
the exception in Article 22(2)(c) would not make much
sense. The exception states that automated decision-
making can still take place if the data subject has given
explicit consent (see below). This would be contradictory
as a data subject cannot object and consent to the same
processing;
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An objection would mean that human intervention must
take place. Article 22(2)(a) and (c) exceptions override

the main rule in Article 22(1), but only as long as human

intervention is available to the data subject, as specified
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in Article 22(3). Since the data subject (by objecting) has
already requested human intervention, Article 22(2)(a)
and (c) would automatically be circumvented in every
case, thus rendering them meaningless in effect.
o BEERII. ARENRIT TR BN LA EE
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Recital 71: *“...Such processing includes ‘profiling’ that consists of
any form of automated processing of personal data evaluating the
personal aspects relating to a natural person, in particular to analyse
or predict aspects concerning the data subject’s performance at
work, economic situation, health, personal preferences or interests,

reliability or behaviour, location or movements”.......... “Such
measure should not concern a child”
RISCE 71 1R :
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Avrticle 22(2) lifts the prohibition for processing based on (a) the
performance of or entering into a contract, (b) Union or Member
state law, or (c) explicit consent.

222 (2) 1%, (a) EPOEIT IR, (b) EUEXIT
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Recital 71 provides further context on 22(2)(b)and says that
processing described in A22(1):
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“should be allowed where expressly authorised by Union or
Member State law to which the controller is subject, including for
fraud and tax-evasion monitoring and prevention purposes
conducted in accordance with the regulations, standards and
recommendations of Union institutions or national oversight bodies
and to ensure the security and reliability of a service provided by the
controller..
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Article 22 (3) and Recital 71 also specify that even in the cases
referred to in 22(2)(a) and (c) the processing should be subject to
suitable safeguards.
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Recital 71:  “which should include specific information to the data
subject and the right to obtain human intervention, to express his or
her point of view, to obtain an explanation of the decision reached
after such assessment and to challenge the decision. Such measure
should not concern a child.”
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Recital 73:

“Restrictions concerning specific principles and concerning
....... the right to object and decisions based on profiling .......may
be imposed by Union or Member State law as far as necessary and
proportionate in a democratic society...” to safeguard specific
objectives of general public interest.
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35(3)(a) 91 Requirement to carry out a DPIA.
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(3) (a)
47(2)(e) Binding corporate rules referred to in 47(1) should specify at least
e o s “...the right not to be subject to decisions based solely on automated
o5 47 2R processing, including profiling in accordance with Article 22...”
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ANNEX 3 - Further reading
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These Guidelines take account of the following:
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- WP29 Advice paper on essential elements of a definition and a provision on profiling
within the EU General Data Protection Regulation, adopted 13 May 2013;

- WP29 Opinion 2/2010 on online behavioural advertising, WP171;

- WP29 Opinion 03/2013 on Purpose limitation, WP 203;

- WP29 Opinion 06/2014 on the Notion of legitimate interests of the data controller under
Article 7 of Directive 95/46/EC, WP217

- WHP29 Statement on the role of a risk-based approach to data protection legal frameworks,
Wp218;

- WP29 Opinion 8/2014 on the Recent Developments on the Internet of Things, WP223; -
WP29 Guidelines on Data Protection Officers (DPOs), WP243;

- WP29 Guidelines on identifying a controller or processor’s lead supervisory
authorityWp244;

- WP29 Guidelines on consent,WP259

- WP29 Guidelines on transparency, WP260

- Council of Europe. Recommendation CM/Rec(2010)13 on the protection of individuals

with regard to automatic processing of personal data in the context of profiling;
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- Council of Europe. Guidelines on the protection of individuals with regard to the

processing of personal data in a world of Big Data, 01/2017

- Information Commissioner’s Office — Big data, artificial intelligence, machine learning

and data protection version 2.0, 03/2017

- Office of the Australian Commissioner - Consultation draft: Guide to big data and the

Australian Privacy Principles, 05/2016

- European Data Protection Supervisor (EDPS) Opinion 7/2015 — Meeting the challenges of
big data, 19 November 2015
- Datatilsynet — Big Data — privacy principles under pressure 09/2013

- Council of Europe. Convention for the protection of individuals with regard to automatic
processing of personal data - Draft explanatory report on the modernised version of CoE
Convention 108, August 2016

- Datatilsynet — The Great Data Race — How commercial utilisation of personal data

challenges privacy. Report, November 2015

- European Data Protection Supervisor — Assessing the necessity of measures that limit the

fundamental right to the protection of personal data: A ToolKkit

- Joint Committee of the European Supervisory Authorities. Joint Committee Discussion
Paper on the use of Big Data by financial institutions 2016-86.
https://www.esma.europa.eu/sites/default/files/library/jc-2016-86_discussion_paper_big_data.pdf.

- Commission de la protection de la vie privée. Big Data Rapport
https://www.privacycommission.be/sites/privacycommission/files/documents/Big%20Data%20vo
0r%20MindMap%2022-02-17%20fr.pdf.

- United States Senate, Committee on Commerce, Science, and Transportation. A Review of

the Data Broker Industry: Collection, Use, and Sale of Consumer Data for Marketing Purposes, Staff
Report for Chairman Rockefeller, December 18, 2013.
https://www.commerce.senate.gov/public/_cache/files/0d2b3642-6221-4888-a631-
08f2f255b577/AESD72CBE7F44F5BFC846BECE22C875B.12.18.13-senate-commercecommittee-

report-on-data-broker-industry.pdf

- Lilian Edwards & Michael Veale. Slave to the Algorithm? Why a ‘Right to an Explanation’
is probably not the remedy you are looking for. Research paper, posted 24 May 2017.
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2972855

- NYTimes.com. Showing the Algorithms behind New York City Services.
https://mobile.nytimes.com/2017/08/24/nyregion/showing-the-algorithms-behind-new-york-
cityservices.html?referer=https://t.co/6uUVVjOIXx?amp=1. Accessed 24 August 2017

- Council of Europe. Recommendation CM/REC(2018)x of the Committee of Ministers to
Member
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States on Guidelines to promote, protect and fulfil children’s rights in the digital environment

(revised draft, 25 July 2017). https://www.coe.int/en/web/children/-/call-for-consultationguidelines-

for-member-states-to-promote-protect-and-fulfil-children-s-rights-in-the-

digitalenvironment?inheritRedirect=true&redirect=%2Fen%2Fweb%?2Fchildren . Accessed 31
August 2017

- Unicef. Privacy, protection of personal information and reputation rights. Discussion paper

series: Children’s Rights and Business in a Digital World.
https://www.unicef.org/csr/filesstUNICEF_CRB_Digital World Series PRIVACY.pdf. Accessed 31
August 2017

- House of Lords. Growing up with the internet. Select Committee on Communications, 2"
Report of Sessions 2016 — 17.
https://publications.parliament.uk/pa/ld201617/Idselect/Idcomuni/130/13002.htm. Accessed 31
August 2017

- Sandra Wachter, Brent Mittelstadt and Luciano Floridi. Why a right to explanation of

automated decision-making does not exist in the General Data Protection Regulation, 28 December
2016. https://www.turing.ac.uk/research_projects/data-ethics-group-deg/ . Accessed 13 December
2017

- Sandra Wachter, Brent Mittelstadt and Chris Russell. Counterfactual explanations Without
Opening the Black Box: Automated Decisions and the GDPR, 6 October 2017.
https://papers.ssrn.com/sol3/papers.cfm?abstract id=3063289. Accessed 13 December 2017

- Australian Government. Better Practice Guide, Automated Assistance in Administrative
DecisionMaking. Six steps methodology, plus summary of checklist points Part 7 February 2007.

https://www.oaic.gov.au/images/documents/migrated/migrated/betterpracticequide.pdf. Accessed 9

January 2018
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